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CHAPTER 1: FOUNDATION

1. Introduction

Network: set of serial lines used to attach dumb terminals to mainframe computers. Otherimportant
networksinclude the voicetelephone network and the cable TV network used to disseminate video
signals. The main things these networks have incommon are that they are specialized to handle one
particular kind of data and they typically connect to special-purpose devices.

>< computernetwork: built primarily from general-purpose programmable hardware. They are not
optimized vora particularapplication.

2. Applications

Internet: WorldWide Web email, online social networking, streaming audio and video, instant
messaging, etc.

= We interact withthe Internetas users of the network.
=>» Butthere are also people who create the applications, operate or manage network’s, design
and build the devices and protocols, ...

2.1 The World Wide Web

= Internet application that catapulted the Internet from a somewhat obscure tool used
mostly by scientistand engineersto the mainstream phenomenon thatitistoday.

The web presents an intuitively simple interface. Users view pages full of textual and
graphical objects and click on objects thatthey want to learn more about.

To retrieve a page of informationidentified by an URL, we simply use abrowseranda simple
request/response protocol (HTTP).
Ex: http://www.mkp.com

By clicking on just one such URL, over a dozen messages may be exchanged over the intemet.
e Upto 6 messagestotranslate the servernameintoitsinternetProtocol
(IP) 213.38.165.80
e 3 messages to set up a Transmission Control Protocol connection
betweenthe browserand the server(=request/response)
e 4 messagesforyourbrowsertosendthe THHP requestandresponse
e 4 messagestoteardownthe TCP connection

/\ The web is not a real time application since there are no real time boundaries ><
Conference calls.


http://www.mkp.com/
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2.2 Streaming

Delivery of streaming audio and video. Ex: Services such asvideoondemand andinternet radio
use this technology. Streaming audio and video implies a timelier transfer of messages from
sender to receiver, and the receiver displays the video or plays the audio pretty much as it
arrives.

2.3 Videoconferencing

= Real-timebidirectional streaming multimedia. These applications have considerably tighter
timing constraints than streamingapplications.
Ex: when using a voice-over-IP application such as Skype, the interactions among the

participants must be timely. Too much delay in this sort of environment makes the system
unusable.

=» 2 streams:voice and video stream.

3. Requirements

3.1 Scalable connectivity

A network must provide connectivity among a set of computers. Sometimesitis enough to
build a limited network that connects only a few select machines. Indeed, for reasons of
privacy and security, many private (corporate) networks have the explicit goal of limiting the
setof machinesthatare connected.

>< the internetthat allows themthe potential to connectall the computersin the world.

Scale = systemthat is designed to support growth to an arbitrarily large size.

- Link: physical medium that allows to
connect computers.
point-to-point: Physical links are
sometimes limited to a pair of nodes

e Multiple access: more than
two nodes may share a single
physical link. These are often
limitedinsize, interms of both the
geographical distance they can
cover and the number of nodes
they can connect.
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- Nodes: hostsand switches

At the lowest level, a network can consist of two or more computers directly connected by
some physical medium such as a coaxial cable oran optical fiber.

Fortunately, connectivity between two nodes does not necessarily imply a direct physical
connection between them—indirect connectivity may be achieved among a set of

cooperatingnodes.

——
The left figure shows a set of nodes, each of whichis attached to one or more point-to-point
links. Those nodes that are attached to at least two links run software that forwards data
received on one link out on another. If organized in a systematic way, these forwarding

nodes form a switched network. There are numerous types of switched networks, of which
the two most common are circuit switched and packet switched (the nodes in such a

[]

network send discrete blocks of datato each other).

= Packet-switched networks: use a strategy called store-and-
forward. Each node in a store-and-forward network first receives
a complete packetoversome link, stores the packetinitsintemal
memory, and then forwards the complete packet to the next
node. = ++ Efficient ! Anotheradvantage regards capacity levels. |
don’t need to block a certain capacity. The packet is forwarded
and the remaininglinks remain free.

= Circuit-switched network: establishes a dedicated circuitacross a
sequence of links, and then allows the source nod to send a
stream of bitsacross this circuit to a destination node.

The links represented on the picture don’t necessarily need to by physical link. It may also be
awirelesslink.

The second figure shows aset of independent networks that are interconnected to form an
internetwork.
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A node thatis connected totwo or more networksis commonly called arouter or gateway. It
plays much the same role as a switch: it forwards messages from one network to another.

= We can recursively build large networks by interconnecting
cloudsto formlargerclouds.
Ex:internetisanetwork made off other networks.

Anotherrequirementisthateach node must be able to say which of the othernodes on the netwo rk
it wants to communicate with. Thisis done by an address to each node.

Adress = byte string that identifiesanode.

When a source node wants the network to deliver a message to a certain destination node, it
specifies the adedress of the destination node. If the sending and receiving nodes are not directly
connected, thenthe switches and routers of the network use this address to decide howto forward
the message toward the destination.

= Process of determining how to forward messages toward the
destination node based onitsaddressis called routing.

e UNICAST: When the source node wantsto senda
message to a single destination.

e MULTICAST: send a message to some subset of
the othernodes butnot all of them.

o BROADCAST: Source node wants to broadcast a
message to all the nodes onthe network.

o ANYCAST: the message is sent to a group of
nodes. And it is sufficient if one node of the
group receives the message.

3.2 Cost-effectiveressource sharing
Goal: provide all pairs of hosts with the ability to exchange messages.

= How do all the hosts that want to communicate share the
network, especially if they wanttouse it at the same time?

= How do several hosts share the same link when they all want to
use it at the same time?

Multiplexing: asystem resource is shared among multiple users.
= Multiple dataflows sharinga physical link.
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- Three hosts on the left side of the
network are sending data to the three
hosts on the right by sharing a switched
- _. network that contains only one physical

- P link. Three flows of data (corresponding to
Swich 2 TR the three pairs of hosts), are multiplexed
\- ontoa single physical link by switch 1 and
€ then de-multiplexed back into separate

RS flows by switch 2.

Different methods for multiplexing multiple flows onto one physical link

Synchronous time-division multiplexing (STDM): dividetime into equal-
sized quant and, in a round-robin fashion, give each glow a chance to
send its data overthe physical link.

Ex: duringtime quantum 1, data is transmitted from S1 to R1. duringtime
quantum 2, datais transmitted fromS2to R2, ...

Frequency-division multiplexing (FDM): transmit each flow over the
physical link at a different frequency.

Limitations:

= If one of the flows does not have any data to send, its
share of the physical linkremainsidle, evenif one of the
otherflows has data to transmit.
= STDM and FDM are limited to situations in which the
maximum number of flows is fixed and known ahead of
time.
= Statistical multiplexing: data is transmitted from each flow on
demandratherthan duringa predetermined time slot. So, if only
one flow has data to send, it gets to transmit that data without
waiting forits quantum to come around and thus without having
to watch the quantaassigned to the otherflows go unused.

>< it has no mechanismto ensure thatall the flows eventuallyget
their turn to transmit over the physical link. That is, once a flow
begins sending data, we need some way to limit the transmission,
so that the otherflows can have a turn.

To account for this need, statistical multiplexing defines an upper
bound on the size of the block of data that each flow is permitted
to transmitat a giventime.

This limited-size block of datais typically referredtoasa packet,
to distinguish it from the arbitrarily large message that an
application program might want to transmit. As a consequence of
this type of multiplexing, the source may need to fragment the
message into several packets, with the receiverreassemble the
packets back into the original message.

10
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Three different computes want to
send data. The different packets
compete with each other as to use
the single link. The switch may
decide which packet can use the link

e I first (ex:fifo).
m] h- Switches require buffers. These

ﬁ;/l
7
V4

1
U

bufferislimitedinsize and capacity.

.

Therefore, itmightget overloaded.
/ - Causesdelays

- Congestion

- Packetsmayget lost

- How to guarantee quality?

8
&
\L

3.3 Supportfor common services

= Application program running in the hosts connected to the
network must be able to communicate in ameaningful way.

Since many applications need common services, itis much more logical toimplement those common
servicesonce and thento letthe application designer build the application using those services.

Challenge:identify the right set of common services.

Goal: hide complexity of the network from the application without overly constraining the
application designer

Host
\ b
ﬁ o )
Host i i as®
.......
)

What functionalitymust be provided?

e Guaranteeddelivery? Guarantees that packetsthat got lost, still arrive at
theirfinal destination.
e Ensuredorderof arrival?

11
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e Timingconstraints?
e Ensuredprivacy and integrity

RELIABILITY: reliable message delivery is one of the most important functions that a network can
provide.

Computer networks do notexistina perfect world. Machines crash and laterare rebooted, fibers are
cut, electrical interference corrupts bits, switches run out of bufferspace, ...

e Bit errors may be introduced into the data: a 1is turned into a Oorvice
versa. Sometimes single bits are corrupted, but more often than not a
burst erroroccurs.

e Packets might get lost: one reason this can happen is that the packet
contains an uncorrectable biterrorand therefore has to be discarded.
Besides, one of the nodes that has to handle the packet, for example, a
switch that’s is forwarding it from one link to another, is so overloaded
thatithas no place to store the packetand therefore isforcedto drop it
(= congestion).

e Failure at the node and link level: a physical link is cut, or the computer
it is connected to crashes. Can be caused by software that crashes, a
powerfailure, orareckless backhoe operator.

= Network must be able to mask certain kinds of failures/errors:
make network appear more reliable thanitreallyis
o Error correction
o Retransmission
o rerouting

3.4 Manageability

Managing a network includes making changes as the network grows to carry more traffic or
reach more users, and troubleshooting the network when things go wrong or performance
isn’tas desired.

Network managementis nolongerthe province of experts but needs to be accomplished by
consumerswith little to ne special training. Therefore, networking devices should be plug-
and-play.

4. Network Architecture

4.1 Layering and protocols

Abstraction is the fundamental tool used by system designers to manage complexity. It consists in
hiding the details behind a well-defined interface. The idea is to define a model that can capture

12
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some important aspects of the system, encapsulatethis model in an object that provides aninterface
that can be manipulated by other components of the system, and hide the details of how the object
isimplemented from the users of the object.

Abstractions naturally lead to layering. The general ideais that you start with the services offered by
the underlying hardware and then add a sequence of layers, each providing ahigherlevel of service.
The services provided at the high layers are implemented in terms of the services provided by the
low layers.

Layering provides two nice features

e Decomposes the problem of building a network into more manageable
components. By implementing several layers, each layersolvesone part
of the problem.

e |t provides amore modular design. If you want to add some new service,
you may only need to modify the functionality at one layer, reusing the
functions provided at all the otherlayers.

Application programs

Requestireply Message straam
channel channel

Host-to-host connactivity

Hardware

The abstract objects that make up the layers of a network system are called protocols. A protocol
provides acommunication service that higher-level objects use to exchange messages.

Each protocol definestwo differentinterfaces.

e Service interface to the other objects on the same computer that want
to use itscommunication services.

e Peer interface: defines the form and meaning of messages exchanged
between protocol peers toimplement the communication service.

—
Hast 1 Host 2
High-level High-lavel
object abjact
Service Sarvice
interface interface
Protocol Protocol
Paer-lo-pear
interface

13
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Exceptat the hardware level, where peers directly communicate with each otheroveralink, peer-to-
peer communication is indirect, each protocol communicates with its peer by passing messages to
some lower-level protocol, which in turn delivers the message to its peer. There are potentially
multiple protocols at any given level,each providing a different communication service.

Host 1 Hast 2
File :Ij;?::! Video File Ebﬂ?; \Video
application application application application application application

o R

Suite of protocols, represented by a protocol graph. The nodes of the graph correspond to protocols,
and the edgesrepresentadependsonrelation.

Ex: Request/reply protocol (RRP) and MSP (message stream protocol) implement two different type s
of process-to-process channels, and both depend on the Host-to-host protocol (HHP) which provides
a host-to-host connectivity service.

Suppose that the file access program on host 1 wants to send a message to its peer on host 2 using
the communication service offered by RRP. In this case, the file application asks RRP to send the
message onits behalf. To communicate with its peer, RRP invokes the services of HHP, whichin turn
transmits the message to its peer on the other machine. Once the message has arrived at the
instance of HHP on host 2, HHP passes the message up to RRP, whichinturn deliversthe message to
the file application.

= The application is said to employ the services of the protocol
stack RRP/HHP.

The term protocol is overloaded

e Specification of abstractinterfaces
e Module that implements these interfaces

ENCAPSULATION

From RRP’s perspective, the messageitis given by the applicationisan uninterrupted string of bytes.
RRP does not care that these bytes represent an array of integers, an email message, adigitalimage,
or whatever; it is simply charged with sending them to its peer. However, RRP must communicate
control information to its peer, instructing it how to handle the message when itis received. RRP
does this by attaching a header to the message. Generally speaking, a header is a small data
structure—fromafew bytestoa few dozen bytes—thatis used amongpeerstocommunicate with

14
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each other. As the name suggests, headers are usually attached to the front of a message. In some
cases, however, this peer-to-peer control information is sent at the end of the message, in which
case itis called a trailer. The exact format for the header attached by RRP is defined by its protocol
specification. The rest of the message —that is, the data being transmitted on behalf of the
application—is called the message’s body or payload. We say that the application’s data is
encapsulatedinthe new message created by RRP.

= This process of encapsulation is then repeated at each level of
the protocol graph. HHP encapsulates RRP’s message by
attaching a header of its own. When the message arrives at the
destination host, itis processedin the opposite order.

Host 1 Host 2
Application Application
program program
(o)
‘ RRP RRP
RRP | Data I | RRP | Data
‘ HHP HHP
3
— HHP | RRP | Data | —

MULTIPLEXING AND DEMULTIPLEXING

The header that RRP attaches to its messages contains an identifier that records the application to
which the message belongs. Thisidentifieris called RRP’s demultiplexingkey or demux key. When
the message is delivered to RRP on the destination host, its tripsits header, examines the demux key,
and demultiplexes the messageto the correct application.

Thereis no uniform agreementamong protocols, even those within asingle network architecture, on
exactly what constitutes ademux key. Some protocols use an 8-bit field, and others use 16- or 32-bit
fields. Also some protocols have asingle demultiplexing field in their header, while others have a pair
of demultiplexing fields.

THE 7-LAYER MODEL

The Open Systems Interconnection (OS° architecture defines a partitioning of network functionality
into seven layers, where one or more protocols implement the functionality assigned to a given
layer.

15
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Metwork | | MNetwaork I

Data link | | Data link I

Data link

L | Physical H Physical I—

One or more nodes

within the network

Physical layer: handles the transmission of raw bits over a
communications link.

Data link layer: collects a stream of bits into a larger aggregate called a
frame

The network layer handles routing among nodes within a packet-
switched network. At this layer, the unit of dataexchanged amongnodes
istypically called a packetratherthan a frame.

The transport layer: implements what we have up to this point been
callinga process-to-process channel. Here, the unit of dataexchanged is
commonly called a message ratherthan a packet or a frame.

Application layer protocols: include things like the HTTP, which is the
basis of the WW and is what enables web browsers to request pages
fromweb servers.

Presentation layer: concerned with the format of data exchanged
between peers, forinstance, whetheranintegeris 16, 32 or 64 bitslong,
whetherthe mostsignificant byte is transmitted first or last or how video
streamis formatted.

Session layer: provides a name space that is used to tie together the
potentially different transport streams that are part of a single
application.

4.2 Internet Architecture

FTP

HTTP

Application

TGP | UDP |

NET,

P |
NET, I Subnatwork
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While the 7-layer OSI model can, with some imagination, be applied tothe Internet, a4-layer
mode is often usedinstead.

At the lowestlevel isawide variety of network protocols, denoted NT1,
NET2, ... these protocols are implemented by acombination of hardware
and software. Ex: you might find Ethernet or wireless protocols at this
layer.

The second layer consists of a single protocol: The Internet Protocol (IP).
This is the protocol that supports the interconnection of multiple
networking technologiesinto asingle, logical internetwork.

The third layer contains two main protocols: The transport mission
control protocol (TCP) and the User Datagram Protocol 5UDP). CP and
UDP provide alternativelogical channels to application programs.

TCP and UDP are sometimes called end-to-end protocols, although it is
equally correcttoreferto themas transport protocols.

Running above the transportlayeris a range of application protolcs such
as HTTP, FTP, Telnet, ... that enable the interoperation of popular
applications.

5. Implementing Network Software

5.1 Application Programming Interface (So ckets)

The place to start whenimplementing a network applicationis the interface exported by the
network. Since most network protocols are implemented in software, and nearly all
computersystemsimplementtheir network protocols as part of the operatingsystem.
Although each operating systemisfree to define its own network API, over time certain of
these API’s have become widely supported; they have been ported to operating system
otherthan theirnative system.

Each protocol provides acertain set of services.

The API provides a syntax by which those services can be invoked on a
particular computer system.

The main abstraction of the socketinterface, notsurprisingly, isthe socket. A good way to think
of a socket is as the point where a local application process attaches to the network. The
interface defines operations for creating a socket, attaching the socket to the network,
sending/receiving messages through the socket, and closing the socket.

Create a socket

The next step depends on whether you are a client or a server. On a
server machine, the application process performs a passive open, the
server says that it is prepared to accept connections, but it does not
actually establish aconnection.
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int bind(int socket, struct sockaddr *address, int addr_len)
int listen(int socket, int backlog)
int accept(int socket, struct sockaddr "address, int *addr_len)

» The binds operation binds the newly created
socket to the specified address. This is the
network address of the local participant, the
server.

» The listen operation defines how many
connections can be pending on the specified
socket.

» The accept operation carries out the passive
open. It is a blocking operation that does not
return until a remote participant has established
a connection, and when it does complete it
returns a new socket that corresponds to this
just-established connection, and the address
argument contains the remote participant’s
address.

On the clientmachine, the application process performs an active open;
that is, it says who it wants to communicate with by invoking the
following single operation.

This operation does not return until TCP has successfully established a
connection, at which time the applicationis free to begin sending data.

= In networkingitisusually necessary to design for performance.

6.1 Bandwidth and Latency

Network performance is measured in two fundamental ways:

Bandwidth (= throughput): given by the number of bits that can be
transmitted overthe networkinacertain period of time. Ex:bandwidth
of 10 million bits/second.
We can talk eitherabout the bandwidth of anetwork as a whole orabout
the bandwidth of a single physical link.
Notation:

= Size:KB = 2'° bytes, MB = 2?° bytes, GB = 2°° bytes, ...
Latency (= delay): corresponds to how ling it takes a message to travel
from one end of a network to the other. We can focus either on the
latency of a single link oran end-to-end channel. Itis strictly measuredin
terms of time.
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= There are manysituationsinwhichitis moreimportantto know
how long it takes to send a message from one end of a network
to the other and back, rather than the one-way latency. This is
the round-trip time (RTT) of the network. >< one-way delay

Three components of latency

= Speed-of-light propagation delay. This delay occurs
because nothing, including a bit on a wire, can travel
fasterthan the speed of light.

= Amountoftimeittakesto transmita unitof date.
Transmit = Size/Bandwidth.

= Queuingdelaysinside the network since packet switche s
generally need to store packets for some time before
forwardingthem on an outbound link.

Latency = Propagation + Transmit + Queue
Propagation = Distance/SpeedOflLight

Transmit = Size/Bandwidth

= Their relative importance depends on the application.

6.2 Delay x Bandwidth product

If we think of a channel between a pair of processes as a hollow pipe, where the latency
corresponds tothe length of the pipe and the bandwidth gives the diameter of the pipe, then
the delay x bandwidth product gives the volume of the pipe. Thisis the maximum number of
bits that could be in transit through the pipe at any given instant. In other words, if latency
corresponds tothe length of the pipe, then give the width of each bit, we can calculate how
many bitsfitinthe pipe.

Delay

el |

Ex: 100 ms x 45Mbps =560 KB.

= This product is important to know when constructing high-
performance networks because it corresponds to how many bits
the sender must transmit before the first bit arrives at the
receiver.

= The bitsinthe pipe are saidto be “inflight”, whichmeansthat if
the receivertellsthe senderto stop transmittingit mightreceive
up to one RTT x bandwidth’s worth of data before the sendere
manages to respond.
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Table 1.1 Sample Delay » Bandwidth Products

Bandwidth | One-way distance | Round-trip
Link type (typical) (typical) delay RTT x Bandwidth
Dial-up 56 kbps 10km B7 s 5 bits
Wireless LAN 54 Mbps 50m 033 pus 18 bits
Satellite 45 Mbps 35,000 km 230 ms 10 Mb
Cross-country fiber 10 Gbps 4,000 ki 40 ms 400 Mb

6.3 High-Speed Networks

Thereisan eternal optimism that network bandwidth will continue to improve. This causes
network designers to start thinking about what happensinthe limit or, whatis the impacton
network design of havinginfinite bandwidth available?

e Bandwidthincreases
e (propagation)delay doesnotdecrease
e Delayx bandwidth productincreases

6.4 Application Performance Needs

BANDWIDTH REQUIREMENTS
e Application programs want as much bandwidth as the network can
provide. The more bandwidth that is available, the faster the program
will be able toreturnthe image to the user.

e Some applications are able to state an upper limit on how much
bandwidth they need.

e Variable rate: Ex: compressed video stream. Each frame can also be
compressed because notall the detail inapictureis readily perceived by
a human eye. The compressed video does not flow at a constant rate, but
varies with time according to factors such as the amount of action and
detail inthe picture and the compression algorithm being used.

DELAY REQUIREMENTS

e Aslittle aspossibleis notalwaysrequired
e Variationindelay (jitter) is often more important
o Bufferneededtoreducejitter
o Extradelaydependsonupper/upperboundsonlatency

Interpacket gap

T

Packet

e AAAE S @A A

Metwo

S0urce
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CHAPTER 2: GETTING CONNECTED

1. Introduction

We needtoaddressthe problem of connectingahostto a cloud. This, in effect, isthe problem every
Internet Service Provider faces when it wants to connect a new customer to the network: how to
connectone more node to the ISP’s cloud?

Whetherwe want to construct a trivial two-node network with one link or connect the one-billionth
host to an existing network like the Internet, we need to address acommon set of issues.

e We needsome physical medium over which to make the connection

e The medium may be a length of wire, a piece of optical fiber, or some
less tangible medium (such as air) through which electromagnetic
radiation can be transmitted.

e |t maycoverasmallorwidearea

PROBLEM: physically connecting

2. Perspectives on connecting
= In thischapter, we focus on whatit takes to make a useful link, so
that large, reliable networks containing millions of links can be
built.

Operators of large networks deal with links that span hundreds or thousands of kilometers
connectingrefrigerator-sized routers.

>< the typical user of a network encounters links mostly as a way to connecta computerto the global
Internet. This link will sometimes be awireless linkin a coffee shop; sometimesitisan Ethernet link
in an office building or university.

Intsmet service On the left, we see a variety of end-user

Hosts provider (ISP)

devices ranging from mobile phonesto PDAsto
full-fledged computers connected by various

Rest of the \ meansto an ISP. Links all look the same on the
e /  picture although they could be of any type as
= S ,/ mentioned earlier. There are also some links
\w{;}” T Pesng e that connect routers together inside the ISP
Router e and a link that connects the ISP to the rest of
Accass achnolony (6.0, Elber, Gable, WEFL Calluac-.) the Internet. These links all look alike.

= The idea is that our laptop or smartphone doesn’t have to care
what sort of linkitis connectedto. The only thingthat matters is
thatithas a linktothe Internet.

2.1 Classes ofLinks

22



2015-2016

For a start, all practical links rely on some sort of electromagnetic radiation propagating through a

Computernetwerken

medium or, in some cases, through free space.

One way to characterize links then, is by the mediumthey use. Typically
copperwireinsome form, as in Digital Subscriber Line and coaxial cable.
Optical fiber, asin both commercial fiber-to-the-home services and many

Ysaline de Wouters

long-distance linksinthe Internet’s backbone.

Frequency: measured in hertz, with which the electromagnetic waves

oscillate.
f{Hz) 107 102 104 108 08 900 402 4o qp'8  qp'8 1020 4p22 9o
‘ ‘ Radic ‘Mimavﬁ‘ Infrared U Keray Gamma ray
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AM FM Terrestrial microwave
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The problem of encoding binary data onto electromagneticsignalsis kind of complex. We can think

of itas beingdivided into two layers.

3. Encoding

As mentioned before, signals propagate over physical links. The task, therefore, istoencode
the binary data that the source node wants to send into the signals that the links are able to
carry and thento decode the signal backinto the corresponding binary dataat thereceiving

node.

Most of the functions are performed by a network adaptor, a piece of hardware that
connectsa node to a link. This adaptor contains a signaling component that actually encodes
bitsintosignals at the sending node and decodes signalsinto bits at the receiving node.

Modulation: varying the frequency, amplitude, or phase of the signal to
effectthe transmission of information. Ex: vary the power (amplitude) of

a single wavelength.
How links are used.

= Signalstravel overalink between two signaling components, and

bits flow between network adaptors.
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ENCODING BITS ONTO SIGNALS

MNode

| Adaptor
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Signalling component

_-=" signal “t-.

Bits

The thing to do is to map the data value 1 onto the high signal and the data value 0 onto the low

signal.

= non-returnto zero (NRZ)

The problem with NRZis that a sequence of several consecutive 1s means that the signal stays high
on the link for an extended period of time. Similarly, several consecutive 0s means that the signal

stayslow for alongtime.

Bis 0 01 0111101000010
| | | |

MRZ

= Problemscaused by longstrings of 1s or Os.

o Baseline wander: the receiver keeps an average of the

signal it has seen so far and then uses this average to
distinguish betweenlow and high signals. Whenever the
signal is significantly lower than this average, the receive
concludesthatithas justseena 0. Likewise, asignal that
is significantly higher than the average is interpreted to
bea 1.

Clock recovery: frequent transitions from high tolow and
vice versa are necessary to enable clock recovery. The
clock recovery problemisthatboththe encodingandthe
decoding processes are driven by a clock. Every clock
cycle the sendertransmits abit and the receiverrecovers
a bit. The sender’s and the receiver’s clocks have to be
precisely synchronized in order for the receiver to
recoverthe same bits the sendertransmits.

Ifthe receiver’s clockis evenslightly faster orslowerthan
the sender’s clock, thenitdoes notcorrectly decode the
signal.

o Low signal may beinterpretedas nosignal.
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SOLUTIONS

e Non-return to zero inverted (NRZI). The sender
makes a transition from the current signal to
encode a 1 and stay at the current signal to
encode a 0. This solves the problem of
consecutive 1s, but obviously does nothing for
consecutive Os.

e ManchesterEncoding: The Manchesterencoding
results in 0 being encoded as a low-to-high
transition and 1 being encoded as a high-to-low
transition. Both Os and 1s resultina transition to
the signal. Therefore, the clock can be effectively
recovered atthe receiver.

Problem: it doubles the rate at which signal
transitions are made on the link, which means
that the receiverhas half the time to detecteach
pulse of the signal. 2 only 50% efficient. Bite
rate = baud rate/2

Baud rate =rate at which the signal changes.

e 4B/5B encoding: inserts extra bits into the bit
stream so as to break up longsequences of Os or
1s. Very 4 bits of actual data are encoded in a 5-
bitcode thatis thentransmitted to the receiver.
The 5-bit codes are selected in such a way that
each one hasno more than one leading0and no
more than two trailing Os. The resulting 5-bit
code are then transmitted using the NRZI
encode, which explains why the code is only
concerned about consecutive 0s. = achieves
80% efficiency.
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Table2.2 4B/5B Encoding

4-Bit Data Symbol | 5-Bit Code
0000 11110
0001 01001
0010 10100
0011 10101
0100 01010
0 01011
0110 01110
o1m 01111
1000 10010
1001 10011
1010 10110
1011 10111
1100 11010
1101 11011
1110 11100
1111 11101

4. Framing

Blocks of data, not bit streams, are exchanged between nodes. Itis the network adaptorthat enables
the nodes to exchange frames by breaking sequences of bits into frames. When node A wishes to
transmit a frame to node B, it tells its adaptor to transmit a frame from the node’s memory. This
resultsina sequence of bits being sent overthe link. The adaptoron node Bthencollects together
the sequence of bitsarriving on the link and deposits the corresponding frame in B’s memory.

Challenge faced by adaptors = determining where the frame begins and ends

e Byte-oriented: BISYNC, PPP, DDCMP
e Bit-oriented: HDLC
e Clock-based:SONET

Bits
Node A MEP“E’ Adaplor | Noga B

Frameas
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4.1 Byte-oriented protocols

= View eachframe asa collection of bytesratherthana collection
of bits.

4.1.1 Sentinel-Based Approaches

A packet can be shown as a sequence of labeled files. Above each filed is a number
indicatingthe length of that field in bits. The packets are transmitted beginning with the
leftmost field.

8 & & ] & 16
Z| 2| P =
E E % Headar = Body % T CRC

1) SYNC usesspecial charactersknown assentinelcharacterstoindicate where frames start
and end. The beginning of aframe is denoted by sending aspecial SYN (Synchronization)
character.

2) The data portion of the frame is then contained between two more special characters:
STX (Start of text) and ETX (end of text).

3) The SOH (Start of header) serves much the same purpose asthe STX field.

4) CRC (cyclicredundancy check)isusedto detecttransmissionerrors.

Problem: the ETX character might appear in the data portion of the frame. BISYNC
overcomes this problem by escapingthe ETX character by precedingitwithaDLE (data-
link-escape) character wheneveritappearsinthe body of a frame. DLE is used to indicate
that the following byte isinformation and not a control byte.

& & 8 16 16 &

Flag | Address | Control | Protocol Pa}riua!% Chacksum | Flag

The point-to-point protocol, whichis commonly used to carry Internet Protocol packets over various
sorts of point-to-pointlinks, is similarto BISYNCin that italso uses sentinels and character stuffing.

e Thespecial start-of-text character, denoted as the Flag field is01111110.
e Theaddressand control fields usually contain default values and so are uninteresting.

e TheProtocolfieldisusedfordemultiplexing. Itidentifies the high-level protocolsuchasIP or
IPX.

e Thechecksumfieldiseither2(bydefault) or4 byteslong.
The PPP frame formatis unusual in that several of the field sizes are negotiated rather than fixed.

4.1.2 Byte-Counting Approach
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An alternative to detectingthe end of afile with asentinel valueistoinclude the numberofitems in
the file atthe beginning of the file. The same istrue in framing. The numberof bytescontained in a
frame can be included as afieldin the frame header. The count field specifies how many bytes are
containedinthe frame’s body.

Danger: a transmission error could corruptthe countfield, in which case the end of the frame would
not be correctly detected. Should this happen, the receiver will accumulate as many bytes as the bad
count field indicates and then use the error detection field to determine that the frame is bad.

= A framing error could possibly cause back-to-back frames to be
incorrectly received.

4.2 Bit-Oriented Protocols

A bit-oriented protocol is not concerned with byte boundaries. It views the frame asacollection
of bits. These bits might come from some character set. They might be pixelvaluesinan image;
or they could be instructions and operands from an executable file.

Ex: SDLC (Synchronous Data Link Control), HDLC (High-Level Data Link Control)
& 16 16 B

Beginning | . MCRC Ending
sequence | A | sequence

= Delineate frame with special pattern: 01111110
= Problem: Special pattern appearsinthe payload

HDLC denotes both the beginning and the end of a frame with the distinguished bit sequence
01111110. This sequence is also transmitted during any times that the link is idle so that the
sender and receiver can keep their clocks synchronized. Both protocols essentially use the
sentinel approach. Because this sequence mightappearanywhere inthe body of the frame, the
bits 01111110 might cross byte boundaries. Bit-oriented protocols use the analog of the DLE
character. = bit stuffing

1) On the sending side, any time five
consecutive 1s have been transmitted
from the body of the message, the
senderinserts a0 before transmitting the
next bit.

2) On the receiving side, should five
consecutive 1s arrive, the receiver makes
itsdecision based on the nextbititsees.
If the next bitis a0, it must have been
stuffed, and sothe receiverremovesit. If
the next bit is a 1, then one of two thigs
istrue
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o Either this is the end-of-frame
marker[01111110]

o An error has been introduced
into the bit stream. The whole
frame is then discarded.
[01111111]

= An interesting characteristic of bit stuffing, as well as character
stuffing, isthatthe size of a frame is dependentonthe data that
is being sent in the payload of the frame. It is not possible to
make all frames exactly the same size.

4.3 Clock-Based Framing

= Synchronous Optical Network (SONET). It has been for many
years the dominant standard for long-distance transmission of
data overoptical networks.
SONET addresses both the framing problem and the encoding
problem.

SONET-frame has some special information thattellsthe receiver where the frame starts and ends.
How doesthe receiver know where each frame startsand end?

Ex: STS-1 frame, which is the lowest-speed SONET link. It is arranged as 9 rows of 90 bytes each
(frame =810 byteslong), and the first 3 bytes of each row are overhead, with the rest being available
for data that is being transmitted over the link. The first 2 bytes of the frame contain a special bit
pattern, andit isthese bytesthat enable the receiverto determine where the frame starts.

COverhead | Payload =|

'

9 rows

90 columns

e SONET supports the multiplexing of multiple low-speedlinksinthe following way. A given
SONET link runs at one of a finite set of possible rates, ranging from 51.84 Mbps (STS-1) to
2488.32 Mbps (STS-48). The significance forframingisthata single SONET frame can contain
sub-frames for multiple lower-rate channels.

e Each frame is 150us long. This means that at STS-1 rates, a SONET frame is 810 bytes long,
while at STS-3 rates, each SONET frame is 2430 byteslong.
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5. Error detection

Bit errors are sometimes introduced into frames. This may happen because of electrical
interference or thermal noise. Although errors are rare, especially on optical links, some
mechanismis needtodetect the errors so that corrective action can be taken.

Detecting errors is one part of the problem. The other partis correcting errors once detected.
Two basicapproaches can be taken when the recipient of amessage detectsan error:

e Detection: Notify the senderthatthe message was corrupted so that
the sender can retransmitacopy of the message.

e Correction: Some types of error detection algorithms allow the
recipient to reconstruct the correct message even after it has been
corrupted.

5.1 Error-detecting codes

Basic idea: add redundant information to a frame that can be used to determine if errors
have beenintroduced. Inthe extreme, we could imagine transmitting two complete copiesof
the data. If the two copies are identical atthe receiver, thenitis probably the case that both
are correct. If they differ, thenan errorwasintroduced into one of them, and they must be
discarded.

= Poorerror detection
o Itsendsnredundantbitsforan n-bitmessage.Common
techniques fordetection add only k extra bits.
o Many errors will goundetected

>< ingeneral, the goal of error detectingodesisto provide a
high probability of detecting errors combined with a
relatively low number of redundant bits.

5.2 Two-dimensional parity

This is based on “simple” parity, which involves adding one extra bit to a 7-bit code to balance the
numberof 1s inthe byte.

e Odd parity setsthe eightbitto 1if neededtogive an odd numberof 1s inthe byte.
e Evenparitysetsthe eightbitto 1 if neededtogive aneven numberof 1s inthe byte.
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= Two-dimensional parity does a similar calculation for each bit
position across each of the bytes contained in the frame. This
resultsinan extra parity byte forthe entire frame, inaddition to

a parity bit foreach byte.
Parity

|

Data

L

Parity
byte

=
=
m

0101001

1101001

1011110 (1

0001110 (1

0110100 (1

1011111

1111011 [0]

= Two-dimensional parity catchesall 1, 2, and 3-biterrors and most
4-bit errors. Not all 4-bit errors can be detected since in that

case, one error could compensate another.

= We must check both, horizontally and vertically to make sure to
spotall the errors.
= In thisexample we have added 14 bits of redundantinformation

to a 42-bit message, and yet we have stronger protection against

common error than the repletion code asseen earlier.

5.3 Internet Checksum Algorithm

= Notusedatthe linklevel.

Basicidea: you add up all the words that are transmitted and then transmit the result of that
sum. The resultisthe checksum. The receiver performs the same calculation on the received
data and comparesthe result with the received checksum. If any transmitted data, including
the checksumitself, is corrupted, then the results willnot match. So, the receiverknows that

an error occurred.

Evaluation:

e Small numberof redundant bits

o Doesnot score well forstrength of error detection
e Easytoimplementinsoftware

e Compensatingerrors go undetected

5.4 Cyclicredundancy check

= Uses some fairly powerful mathematics to achieve the goal of

detectingerrors usingasmall number of redundant bits.

31



2015-2016 Computernetwerken Ysaline de Wouters

Think of an (n+1) bit message represented by an n degree polynomial, that is, a polynomial whose
highest-ordertermisx".the message is represented by a polynomial by using the value of each bitin
the message as the coefficient foreachterminthe polynomial, starting with the most significant bit
to representthe highest-orderterm.

M(z)=1=x T 4 0xz +0x2” +1xz

+1 = 40 %z +1 = x!

+0xz”
=z 4z +2° 2
= We can thus think of a sender and a receiver as exchanging
polynomials with each other.

For the purposes of calculating a CRC, a sender and receiver have to agree on a divisor polynomial,
C(x). C(x) is a polynomial of degree k. For example, suppose C(x) =x3 +x2 +1. In this case, k =3. The
answerto the question “Where did C(x) come from?” is, in most practical cases, “You look it up in a
book.” In fact, the choice of C(x) has a significant impact on what types of errors can be reliably
detected, as we discuss below.

When a sender wishes to transmit a message M(x) that is n+1 bits long, what is actually sent is the
(n+1)-bit message plus k bits. We call the complete transmitted message, including the redundant
bits, P(x).

What we are going to do is contrive to make the polynomial representing P(x) exactly divisible by
C(x); we explain how thisisachieved below. If P(x) is transmitted overalinkand there are no errors
introduced during transmission, then the receiver should be able to divide P(x) by C(x) exactly,
leaving a remainder of zero. On the other hand, if some error is introduced into P(x) during
transmission, thenin all likelihood the received polynomial will nolongerbe exactly divisible by C(x),
and thusthe receiverwill obtain anonzeroremainderimplyingthatan error has occurred.

e Transmitpolynomial P(X) thatis evenly divisible by C(x). Subtract remainder of M(x)x*/C(x)
from M(x)x*.

e Receiver polynomial P(x)+E(x)
E(x) =0 impliesnoerrors

e Divide (P(x) + E(x)) by C(x); remainder zero if E(x) was zero (no error), or E(x) is exactly
divisible by C(X).

Evaluation:
CRC will detect:

e Allsingle-biterrors, aslongasthe x*and x0 termsin C(x) have non-zero coefficients.
e Alldouble-biterrors, aslongas C(x) contains a factor with at least three terms

e Anyodd numberoferrors, as longas C(x) contains the factor (x+1).

e Any “burst” error forwhich the burst lengthisless than k bits.

e Most (butnot all) bursterrors of largerthan k bits.
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Frames are sometimes corrupted while in transit, with an error code like CRC used to detect such
errors. While some error codes are strong enough also to correct errors, in practice the overhead is
typically too large to handle the range of bit and burst errors that can be introduced on a network
link. Some errors may be severe to be corrected. As a result, some corrupt frames must be discarded.
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Acknowledgement is a small control frame that a protocol sends
back to its peer saying that it has received an earlier frame. The
receipt of an acknowledgmentindicatestothe sender of the original

frame that its frame was successfully delivered.

Timeout: action of waiting a reasonable amount of time. If the
sender does not receive an acknowledgement after a reasonable
amount of time, thenitretransmits the original frame.

= The strategy of using acknowledgements a timeouts to
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m FIGURE 2.17 Timeline showing four different scenarios for the stop-and-wait algorithm. (a) The ACK is received before
the timer expires; (b) the original frame is lost; (c) the ACK is lost; (d) the timeout fires too soon.

implementreliabledelivery is sometimes called automaticrepeat

a)

Situation in which the ACK is received before the timer

expires

The original frame is lost

The ACK gets lost

Situationinwhich the timeoutfires too soon.
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6.1 Stop-and-wait

Aftertransmitting one frame, the sender waits for an acknowledgement before transmitting the next

frame. If the acknowledgment does not arrive after a certain period of time, the sender times out
and retransmits the original frame.

There is one important subtlety in the stop-and-wait algorithm. Assume that the sender sends a
frame and the receiveracknowledgesit, but the acknowledgmentis eitherlost ordelayed in arriving.
Thisis illustrated by c) and d). in both cases, the send times outand retransmitsthe original frame,
but the receiverwillthink thatitis the nextframe, since it correctly receivedanacknowledged the
firstframe. = has the potential to cause duplicate copies of aframe to be delivered.

Solution:the headerforastop-and-wait protocol usually includes a 1-bit sequence number. That is,
the sequence foreach frame alternate. Thus, when the sender retransmits frame O, the receiver can

determine that it is seeing a second copy of frame 0 rather than the first copy of frame 1 and
therefore canignoreit.

Evaluation

(-) It allows the senderto have only one outstanding frame on the link ata time, and thismay be far
below the link’s capacity.

6.2 Sliding Window
= Allows multiple outstanding frames (un-ACKed)

First, the sender assigns a sequence number, denoted SeqNum, to each frame. The sender
maintains three state variables

1) The SWS =send window size, gives the
upper bound on the number of
outstanding frames that the sender can
transmit.

2) LAR: denotes the sequence number of
the last acknowledgment received.

3) LFS: sequence of the lastframe sent.

= LFS—LAR<=SWS

When an acknowledgement arrives, the sender moves LARto the right, thereby allowing the
sender to transmit another frame. Also the sender associates a timer with each frame it
transmits, and it retransmits the frame should be timer expire before an ACKis received.

= SWS

LAR LFS

The receiver maintains the following threevariables
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e The receiver window siz, RWS: gives the
upperbound on the number of out-of-order
framesthat the receiveris willing to accept

e LAT denotes the sequence number of the
largestacceptable frame

e LFR denotes the sequence number of the
lastframe received.

= LAF —LFR <=RWS

LFR LAF

When a frame with sequence numberSegNum arrives, the receiver takes the following action.

> If SegNum <= LFR or SeqNum > LAF, then the
frame is outside the receiver’'s window and itis
discarded.

» If LFR <SegNum <= LAF, then the frame is within
the receiver’swindow anditis accepted.

The receiver then needs to decide whether or not to send an ACK. Let SeqNumToAck denote the
largest sequence number not yet acknowledged, such that all frames with sequence numbers less
than or equal to SeqNumToAck have been received. The receiver acknowledges the receipt of
SeqNumToAck, even if higher numbered packets have been received. This acknowledgement is said
to be cumulative. Itthensets LFR= SeqNumToAck and adjusts LAF = LFR + RWS.

Improvements

e Negative acknowledgement
e Duplicate ACKs
e Selective Acknowledgement (SACK)

Slidingwindowserves three different roles

e Reliable delivery of frames overanunreliablelink or network
e Orderpreservation: higherlevel protocols receive datain correctorder
e Flow control: receivercontrols speed of sender

6.3 ConcurrentLogical Channels

= An important consequence of previous approaches is that the
framessentovera given like are not keptin any particularorder.
The protocol also implies nothing about flow control.
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Basic idea: multiplex several logical channels onto a single point-to-point link and to run the stop-
and-waitalgorithm on each of these logical channels. There is no relationship maintained amongthe
frames sentonany of the logical channels, yet because adifferent frame can be outstandingon each
of the several logical channelsthe send can keep the link full.

The sender keeps 3 bits of stat for each channel

e A Booleansayingwhetherthe channeliscurrently busy
e The 1-bit sequence numberto use the nexttime aframe is sent on thislogical channel
e Thenextsequence numberto expectonaframe that arriveson thischannel

When the node has a frame to send, it uses the lowest idle channel, and otherwise it behaves just
like stop-and-wait.

7. Ethernet and multiple access networks
= Becamethe dominantlocal areanetworkingtechnology.

Extremely popularin campus networks and data centers
= The Ethernetisa multiple-access network, meaningthata set of

4

nodes sends and receives frames over a shared link. It can be
seen like abusthat has multiple stations pluggedintoit.

Fundamental question: how to mediate access to a shared mediumfairly and efficiently. 2>
algorithm that controls when each node can transmit.

7.1 Physical properties

Ethernet segments were originally
implemented using coaxial cable of length
LJ Ethernet cable up to 500m. Hosts connected to an
Adaptor Ethernet segment by tapping into it. A
/ transceiver, a small device directly
attached to the tap, detected when the
line wasidle and drove the signal when the
host was transmitting. It also received
incoming signals. The transceiver, in turn,
connected to an Ethernet adaptor, which
was pluggedintothe host.

/ Transceiver

Host

Multiple Ethernet segments can be joined together by repeaters. A repeaterisa device that
forwards digital signals, much like an amplifier forwards analog signals. Repeaters
understand only bits, not frames; however, no more than four repeaters could be positioned
between any pair of hosts, meaningthata classical Ethernet had a total reach of only 2500m.

Why? The farther apart two nodes are, the longer it takes for a frame sent by one to reach
the other, and the networkisvulnerableto a collision during this time.
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Anysignal placed onthe Ethernet by a hostis broadcast overthe entire network. Thatis, the
signal is propagated in both directions, and repeaters and hubs forward the signal on all
outgoing segments. Terminators attached to the end of each segment absorb the signal and
keepitfrombouncingback and interfering with trailing signals.

It is also possible to create a multiway

. - repeater, sometimes called a hub. A hub
\ / justrepeats whateverithearsonone port
s ~ out allits other ports.
: Hub Hub :

7.2 Access Protocol

The Ethernet’s Media Access Control (MAC) controls access to a shared Ethernet link.

FRAME FORMAT
= The 64-bit preamble allows the receiver to
synchronize with the signal. It is a sequence of
alternating Os and 1s.
= Source and destination hostsare identified witha
48-bit address.
= Packet type field serves as the demultiplexing
key.
= 32-bit CRC
= Body: each frame contains up to 1500 bytes of
data. Minimally, aframe must contain at least 46
bytes of data, even if this means the host has to
pad the frame before transmittingit.
64 48 48 16 32
Dest Src
Preamble addr addr Type Body %7 CRC
ADDRESS

e Unicast address: Each host on an Ethernet has a unique Ethernet
address. Technically, the address belongs to the adaptor, not the
host. Ethernet addresses are printed in form humans can read as a
sequence of six numbers separated by colons. Each number
corresponds to 1byte of the 6-byte address and is given by a pair of
hexadecimaldigits.
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Each frame transmitted on an Ethernetisreceived by everyadaptor
connected to that Ethernet. Each adaptor recognizes those frames
addressed to its address and passes only those frames on to the
host.

In addition to these unicast addresses, an Ethernet address
consisting of all 1s is treated as a broadcast address. All adaptors
pass frames addressed to the broadcast address up to the host.

An address that has the first bit set to 1 bit is not the broadcast
addressis called a multicast address.

Promiscuous mode: whenthe adaptordelivers all received frames to
the host.

When the adaptor has a frame to send and the line is idle, it

transmits the frame immediately; there is no negotiation with the

other adaptors. The upper bound of 1500 bytes in the message

means that the adaptor can occupy the line foronly afixed length of

time.

When an adaptor has a frame to send and the line is busy, it waits

fortheline togo idle and then transmitsimmediately.

= The Ethernet is said to be a 1-persistent protocol because an
adaptor with a frame to send transmits with probability 1
wheneverabusyline goesidle.

Itis possible fortwo (or more) adaptorsto begintransmitting at the
same time, eitherbecause both found the linetobeidleor because
both had been waiting for a busy line to become idle. When this
happens, the two (or more) frames are said to collide on the
network. Each sender, because the Ethernet supports collision
detection, is able to determine thata collisionisin progress.

When an adaptor detects that its frame is colliding with another, it
first makes sure to transmit a 32-bit jamming sequence and then
stops the transmission. Thus, atransmitter will minimally send 96 bits
inthe case of a collision: 64-bit preamble +32-bit jamming sequence.

[llustration of the worst-case scenario, where hosts A and B are at opposite ends of the network.
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B a) Host A begins transmitting a frame at

- timet.

| & b) It takes it one link latency (d) for the
frame to reach host B. Thus, the first bit
of A’sframe arrivesat B at timet + d.

B c) Aninstantbefore hostA’sframearrives

- (Bstill seesanidleline), host Bbeginsto

| transmit its own frame. B’s frame will

\cl

immediately collidewith A’sframe, and

this collision will be detected by host B.

- d) Host B will send the 32-bit jamming

, sequence as described above. B’sframe
l will be a runt. Unfortunately, host Awill

(d)

not know that the collision occurred

until B’s frame reaches it, which will

- happenonelinklatency later, attime t +

2 x d. Host A must continue to transmit
| until this time in order to detect the
collision.

= Once an adaptor has detected a collision and stopped its

transmission, it waits a certain amount of time and tries again.
Each time it tries to transmit but fails, the adaptor doubles the
amount of time it waits before trying again. = Exponential
backoff.

7.3 Experience with Ethernet

8. Wireless

Ethernets work best under lightly loaded conditions. This is
because underheavyloads too much of the network’s capacityis
wasted by collisions. A utilization of over30% is considered heavy
on an Ethernet.

Most Ethernets are used in a conservative way, having fewer
than 200 hosts connected to them, which is far fewer than the
maximum of 1024. They were alsofar shorterthan 2500m.

Wireless technologies differ from wired links!

Like wired links, issues of bit errors are of great concern, due to
the unpredictable noise environment of most wireless. Framing
and reliability also have to be addressed.

Unlike wired links, power is a big issue for wireless, especially
because wireless links are often used by small mobile devices
that have limited access to power.
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Restricted power output to avoid interference. Ex: only 4 Watt
allowedinlicense-exempt band. Result: limited distance.
Concerns about interference with other devices and usually
regulations about how much power a device may emit at any
given frequency.

Wireless mediaare inherently multi-access. Itis difficult to direct
your radio transmission to just a single receiver or to avoid
receivingradio signals fromany transmitterwithenough power
inthe neighborhood.

Media access controlisa central issue for wireless links.

Since it is hard to control who receives the signal when you
transmit over the air, issues of eavesdropping may also be
addressed.

Challenge: Because wireless links all share the same medium, the challenge isto share that medium
efficiently, without unduly interfering with each other. Most if this sharing is accomplished by
dividingitup alongthe dimensions of frequency and space.

=> Exclusive use of aparticularfrequencyinaparticulargeographicareamay be allocatedto an
individual entity such as a corporation. It is feasible to limit the area covered by an
electromagnetic signal because such signals weaken, or attenuate, with the distance from

theirorigin.

Devicesthat use license-exempt frequencies are still subject to certainrestrictions to make
that otherwise unconstrained sharing work. Most important of these is a limit on
transmission power. This limits the range of a signal, making it less likely to interfere with
anothersignal. Ex: a cordless phone might have arange of about 100 feet.

SPREAD SPECTRUM

= Whenspectrumisshared among many devices and applications
= Spread the signal over a wider frequency band, as to minimize

the impact of interference from otherdevices.

Frequency hopping (FHSS) involves transmitting the signal over a
(pseudo-) random sequence of frequencies. The first transmitting at
one frequency, thenasecond, thenathird, and so on.

This scheme reduces interference by making it unlikely that two
signals would be using the same frequency for more than the
infrequentisolated bit.

ADVANTAGES:

=  Simpleimplementation
= Tolerance of interference
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=  Protectionagainst eavesdropping

=  Simultaneous transmission over multiple access
points

= Scalable

DRAWBACKS

*= Lowerrate and range
=  Complex hand-off from cell to cell
=  Vendorsseemto prefer DSSS

Direct sequence DSSS adds redundancy for greater tolerance of
interference. Each bit of date is represented by multiple bits in the
transmitted signal so that, if some of the transmitted bits are
damaged by interference, there is usually enough redundancy to
recoverthe original bit.

For each bit, send XOR of that bit and n pseudo-random bits. The
senderand receiverknow RN generatorto generate pseudo-random
bits. Transmitted values are spread over frequency band that is n
timeswider.

1
0 Data stream: 1010
LT LT LT

o Random sequence: 0100101101011001
1

o XOR of the two: 1011101110101001

In many wireless networks today, we observe that there are two different classes of endpoints.

Client node

Client node

(.~ Base siation

- Base station: usually has no mobility but
has a wired (orat least high-bandwidth)
connection to the Internet or other
networks.

_ - Client node: this is often mobile and
fmerk relies on its link to the base station for
all of its communication with other

nodes.

~
o e,
~OH

Kay

~f

-
Wiraless “link”
between 2 nodes
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One of the interesting aspects of wireless communicationis thatit naturally supports point-to-point
communication, because radio waves sent by one device can be simultaneously received by many
devices. However, it is often useful to create a point-to-point link abstraction for higher layer
protocols.

The topology represented above implies three qualitatively different levels of mobility:

¢ No mobility: when a receiver must be in a fixed location to
receive adirectional transmission from the base station.

e Mobility within the range of a base, as is the case with
Bluetooth.

o Mobility between bases, as is the case with cell phones, 3G and
Wi-Fi.

Alternative topology: Mesh or ad hoc network.

In a wireless mesh, nodes are peers. Thatis, there is no special base station node. Messages many be
forwarded viaa chain of peernodsas longas each node is within range of the preceding node. This
allows the wireless portion of anetwork to extend beyond the limited range of asingle radio.

Mobile node

N Wireless

Oy transmission
AT

() Mobile e

\\ node \

b

P
.\.‘\,.
()

e

Mobile node

Maobile node

Mabile node

8.1802.11/WI-FI

WI-Fl is technically a trademark owned by a trade group called the WI-FI alliance, which
certifies product compliance with 802.11. Like Ethernet, 802.11 is designed for use in a
limited geographical area (home, office buildings, campuses),and its primary challenge is to
mediate accessto a shared communication medium.

PHYSICAL PROPERTIES
e 802.11 defines a number of physical layers that operate in

various frequency bands and provide a range of different data
rates.

e The original 802.11 defined two radio-based physical layers
standards, one using frequency hopping and the other using
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directsequence spread spectrum. Both provided dataratesinthe
2Mbps range.

Orthogonal frequency division multiplexing (OFDM)

Thisband islessused, sothereislessinterference.Onthe other
hand, there is more absorption of the signal and itis limited to
almostline of sight.

802.11n has appeared on the scene. It achieves considerable
advancesin maximum possible datarate using multipleantennas
and allowing greater wireless channel bandwidths. The use of
multiple antennas is often called MIMO for multiple-input,
multiple-output.

It iscommon forcommercial products to support more than one
flavor of 802.11. Some base stations support all four variants.
This not only ensures compatibility with any devicethat supports
any one of the standards but also makes it possible fortwo such
products to choose the highest bandwidths option for a
particularevent.

At the first glance, it might seem that a wireless protocol would
follow the same algorithm as the Ethernet, wait until the link
becomesidle before transmitting and back off should acollusion
occurs, and, to a firstapproximation, thisis what 802.11 does.
Additional complication: while a node on an Ethernet receives
every other nodes transmission and can transmit and receive at
the same time, neither of these conditions holds for wireless
nodes. 2 makesdetection of collisions more complex.

The reason why wireless nodes cannot usually transmit and
receive at the same time is that the power generated by the
transmitteris much higherthanany receivedsignal islikelyto be
and so swamps the receivingcircuitry.

The reason why a node may not receive transmissions from
another node is because that node may be too far away or
blocked by an obstacle.
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A and C are both within range of B but not each
other. Suppose both A and C want to
communicate with B and so they each sendita
frame. A and C are unaware of each other since
their signals do not carry that far. These two
frames collide with each otherat B, but unlike an
Ethernet, neither A nor C is aware of this
collision. A and C are said to be hidden nodes
with respecttoeach other.

Exposed node problem: occurs under

o circumstances where each of the four
nodesisable to send and receive signals
that reach just the nodes to its

Y \ immediate leftand right. Forinstance, B

\\ can exchange frameswithAandCbut it
cannot reach D, while C can reach B and
D but not A. If Bis sendingto A, node C
isaware of this communication because
it hears B’s transmission. It would be a
mistake, howeverforCto conclude that
it cannot transmit to anyone just
becauseitcan hear B’stransmission. If C
wants to transmitto node D, thisisnot a
problemsince C’stransmissionto D will
not interfere with A’s ability to receive
fromB.
802.11 addressesthese problems by using CSMA/CA, where the CA stands for collision avoidance, in

contrast to the collision detection of CSMA/CD used on Ethernets.

%
\

The carrier sense partseems simple enough: before sending a packet, the transmitter checksifit can
hearany othertransmissions. If not, it sends. However, because of the hidden terminal problem, just
waiting forthe absence of signalsfrom othertransmitter does not guarantee that a collision will not
occur fromthe perspective of the receiver.

= Forthisreason, one part of CSMA/CAis an explicit ACKfrom the
receiver to the sender. If the packet was successfully decoded
and passed its CRC at the receiver, the receiver sends an ACK
back to the sender. Neighbors mustremainsilentuntil they see
this ACK.

If a collision does occur, it will render the entire packet useless. For this reason, 802.11 adds an
optional mechanism called RTS-CTS (Ready to Send-Clear to send). This goes some way toward
addressingthe hidden terminal problem.

The sender sends an RTS, a short packet, to the intended receiver, and if that packet is received
successfully the receiver responds with anothershort packet, the CTS. Eventhough the RTS may not
have been heard by a hidden terminal, the CTS probably willbe. Thistellsthe nodes within range of
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the receiver that they should not send anything for a while, the amount of time of the intended
transmissionisincludedinthe RTS and CTS packets.

Collision

e [ftwo nodessendanRTS simultaneously

e No collisiondetectionin802.11

e When senders don’t receive CTS they realize collision has
happened

e Try again afterexponential back off

DISTRIBUTION SYSTEM

At the current time, nearly all 802.11 networks use a base-station-oriented topology. Instead of all
nodes being created equal, some nodes are allowed to roam and some are connected to a wired
network infrastructure. 802.11 calls these base stations access points, and they are connected to
each other by a so-called distribution system.

This is a distribution
system that connects
three access points, each
of which services the
nodes in some region.
Each access point
operates on  some /

Distribution system

channel in the |
appropriate  frequency |
range, and each AP will I'-.H
typically be on a different
channel than its
neighbors.

Although two nodes can communicate directly with each otherif they are within reach of each other,
the ideabehind this configurationis that each node associates itself with one access point. For node
A to communicate with node E, for instance, A first sends a frame to its access point AP1, which
forwards the frame across the distribution system to AP3, which finally transmits the frame to E.

AP1 may have used the bridging protocol to forward the message to AP3.
The technique for selectingan AP is called scanning and involves the following four steps:

e Thenode sendsa Probe frame while moving

e AllAP’swithinreachreply with ProbeResponse frame
e Nodeselectsone AP, sendsit AssociateRequest frame
e AO replieswith AssociationResponse frame

e NewAOinformsold AOviaDs.
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A node engages this protocol whenever it joins the network, as
wellaswhenitbecomesunhappy withits current AP. This might
happen, forexample, because the signal fromitscurrent AP has
weakened due to the node moving away from it. Whenever a
node acquires a new AP, the new AP notifies the old AP of the
change via the distribution system.

FRAME FORMAT

1) Source and destination node addresses
(each =48 bitslong)

2) 32-bit CRC.

3) Upto 2312 bytesof data

4) The control field contains three subfields
of interest.

5) A 6-bit field that indicates whether the
frame carries data, is an RTS or CTS
frame or is being used by the scanning
algorithm and a pair of1-bit fields.

= The 802.11 frame format contains four, rather than two
addresses.
= Remark:no preamble? Noframe delineation.
16 16 48 48 16 48 018,496 32
Control | Duration | Addr1 | Addr2 | Addr3 | SeqCird | Addrd | Payload "%u‘ CRC

8.2 Bluetooth

= Fills the niche of very short range communication between

mobile phones, PDAs, notebook computers, and other personal
or peripheral devices.

Ex: can be used to connect a mobile phone to a headset or a
notebook computertoa keyboard.

In such application it is not necessary to provide much range or
bandwidth.

The basic Bluetooth network configuration, called a piconet, consists of a master device and up to
seven devices. Any communication is between the master and a slave. The slaves do not
communicate directly with each other. Because slaves have asimplerrole, their Bluetooth hardware

and software can be simplerand cheaper.

Since Bluetooth operatesinalicense-exemptband, itisrequired to use a spread spectrumtechnique
to deal with possible interference in the band. It uses frequency-hopping with 79 channels, using
each for625us at atime.
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A slave device can be parked. Thatis, it isset to an inactive, low-power state. A parked devicecannot
communicate onthe piconet. Itcan only be reactivated by the master. A piconetcan have up to 255
parked devicesinadditiontoits active salve devices.

Slave

[ W; (parked)

Master

N

/ i
S
Slave -
(parked) =

£

/

p/ »
V\\\\;‘

Slave
(active)

Slave
(active)

8.3 Cell Phone technologies

= Data services based on cellular standards have become
increasingly popular. One drawback compared to the
technologies just described has tended to be the cost to users,
due in part to cellar’s use of licenses spectrum, which has been
sold off to cellular phone operators forastronomical sums.

= Cellulartechnology relies onthe use of base stations that are part
of a wired network. The geographic area served by a base
station’s antenna is called a cell. A base station could serve a
single cell or use multipledirectionalantennastoserve multiple
cells. Cellsdon’t have crisp boundaries and they overlap.

There is not one unique standard for cellular, but rathera collection of competing technologies that
support data trafficin different ways and deliver different speeds. These technologies are loosely

categorized by generation.

SECURITY OF WIRELESS LINKS

One of the obvious problems of wireless links compared to wires or fibers is that you can’t be too
sure where your data has gone. You can probably figure out if it was received by the intended
receiver, but there is no telling how many other receivers might have also picked up your

transmission.

Users might be able to consume resources that you would preferto consumeryourself, such as the
finite bandwidth between your house and yourISP.

47



2015-2016 Computernetwerken Ysaline de Wouters

= That’s why wireless networks typically come with some sort of
mechanism to control access to both the link itself and the
transmitted data.
= wireless security.
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CHAPTER 3 : INTERNETWORKING

= How dowe build networks of global scale?
Internetworking = concept of interconnecting different types of networks.

1) We needaway to interconnectlinks.

2) Devices that interconnect links of the

same type are often called switches. >
important class of switches today are
those used to interconnect Ethernet
segments. These switches are also
sometimes called bridges.
Core job of a bridge is to take packets
that arrive on an inputand forward them
to the right output so that they will reach
theirappropriate destination.

3) We need a way to interconnect disparat
networks and links.
= gateways or routers

4) Finding a suitable path or route through
a network.

1. Switching and bridging

Switch = mechanismthatallows ustointerconnectlinkstoformalarger network. Itisa multi-input,
multi-output device that transfers packets fromaninputto one or more outputs.

- Eventhougha switch has a fixed number
of inputs and outputs, which limits the
number of hosts that can be connected
to a single switch, large networks can be
built by interconnecting a number of
switches.

- We can connect switches to each other
and to hosts using point-to-pointlinks.

- Adding a new host to the network by
connecting it to a switch does not
necessarily reduce the performance of
the network for other hosts already
connected.

Every host on a switched network has its own link to the switch, so it may be entirely possible for

many hosts to transmit at the full link speed (bandwidth), provided that the switchisdesigned with

enough aggregate capacity.

= Switched networks are considered more scalable than shared-
media networks because of this ability to support many hosts at
full speed.
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= Aswitchisconnectedtoa set of links and, for each of these links,
runs the appropriate datalink protocol to communicate with the
node at the other end of the link.

Switching or forwarding = receiving incoming packets on one of
its links and transmit them on some otherlinks
= Whichoutputlinkto place each packeton? It looks at the header

of the packetfor an identifierthatit usesto make the decision.
Details of how it uses to make the decision vary.

1) Datagram/connectionlessapproach

2) Virtual circuit/connection-oriented

approach
3) Source routing

We needto have a way to identify the end nodes. Such identifiers are
usually called addresses. Another assumption is that there is some
way to identify the inputand output ports of each switch. There are
at leasttwo sensible ways to identify ports
4) Numberof each port
5) Identifythe portbythe name of the nod
to whichitleads.

1.1 Datagrams

Basic idea: include in every packet enough informationto enable any switch to decide how to get it
to itsdestination. Thatis, every packet contains the complete destination address.

To decide how to forward a packet, a switch consults a forwarding table. This table shows the
forwardinginformation that switch needs to forward datagrams in the example network.

Table 3.1 Forwarding

for Switch 2
Destination Port
A 3
B 0
C 3
D 3
Hoet G | Switch3 ~ HostB E 2
.@37. F i
2
G 0
—
Host H D
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Thistableis easyto build when you have a complete overview of the network. Onthe contrary, itis a
lot harder to create the forwarding tables in large, complex netwoks with dynamically changing
topologies and multiple paths between destinations. That harder problemis known as routing. Thisis
a processthat takes place inthe background so tahat, when a data packet turns up, we will have the
rightinformationinthe forwardingtable to be able to fforward, or swithc, the packet.

Characteristics of datagram networks

6) A host can send a packet anywhere at

any time, since any packet that turns up
at a switch can be immediately
forwarded.
Datagram networks = connectionless ><
connection-oriented networks, in which
some connection state needs to be
established before the first data packetis
sent.

7) When a host sends a packet, it has no
way of knowingif the networkis capable
of delivering it or if the destination host
isevenupand running.

8) Each packetisforwardedindependently
of previous packets that might have been
sent to the same destination. Thus, two
successive packets from host A to host B
may follow completely different paths.

9) A switch or link failure might not have
any serious effect on communicationifit
is possible to find an alternate route
around the failure and to update the
forwardingtable accordingly.

1.2 Virtual Circuit Switching
= connection-oriented model

It requires setting up a virtual connection from the source host to the destination host before any
dataissent.

We suppose that host A wants to send packets

3 12 1
to host B. We can think of this as a two-stage i%fmm = %2 S :
|
\‘—-_,

process.
1) Connection setup: necessary to ‘
establish a connection state in each of — L — -
the switches between the source and ™ et :
destination hosts. The connection state
for a single connection consists of an
entry in a VC table in each switch
through which the connection passes.

Host A 2 Host B
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Oneentryinthe VCtable on a single switch contains:

10) A virtual circuit identifier that uniquely
identifies the connection at this switch
and which will be carried inside the
headerofthe packetsthat belongtothis
connection.

11) An incoming interface on which packets
for thisVCarrive at the switch

12) An outgoing interface in which packets
for thisVCleave the switch

13) A potentially different VC that will be
used foroutgoing packets

= If a packet arrives on the designated incoming interface and that
packet contains the designated VCI value in its header, then that
packetshould be sentoutthis specified outgoinginterface with the
specified outgoing VCl value having beenfirst placed inits header.

There may be many virtual connections established inthe switch
at onetime. Also, we observe that the incoming and outgoing VCl
values are generally not the same. Thus the VCl is not a globally
significantidentifierforthe connection. It has as significance only
on agivenlink.

There are two broad approachesto establishing connection state
e Have a network administrator configure the state, inwhich case
the virtual circuitis permanent.
e Ahostcan send messagesintothe networkto cause the state to
be established. =signaling. The resulting virtual circuits are said
to be switched.
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Table 3.2 Virtual Circuit Table Entry for Switch 1

Incoming Interface | Incoming VCl | Outgoing Interface | Outgoing VCI

2 5 1 1

s

Host A

2) Data transfer

Once the VC tables have been set up, the data transfer phase can proceed. Forinstance, for
any packet that it wants to send to host B, A puts the VCl values of 5in the header of the
packet an sends it to switch 1. Switch 1 receives any such packet on interface 2 and it uses
the combination of the interface andthe VClinthe packet headerto find the appropriate VC
table entry.
= Inreal networks of reasonable size, the burden of configuring VC
tables correctly in a large number of switches would quickly
become excessive using the above procedures.

0 To start the signaling process,

3 1 host A sends a setup message
R N ) P P Wiy os P messag
31— — —31——*'“ ot into the network, that is, to
5 Switch 1 e/ Switch 2 ;

K switch 1. The setup message
— contains, amongotherthings, the
Switch 3 - complete destination address of
£ hostB. The setup message needs
HostB  to get all the way to B to create
the necessary connectionstatein

very switch alongthe way.
Gettingthe setup message to B is a lotlike getting a datagram to B, in that the switches have to know

which outputto send the setup message tosothat it eventually reaches B.

|

When switch 1 receivesthe connection request, in addition tosendingitontoswitch 2, it creates a
new entryinits virtual circuit table forthis new connection. The entry is exactly the same as shown
previously. The main difference is that now the task of assigning an unused VCl value on the interface
is performed by the switch of that port.
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When switch 2 receivesthe setup message, it performs asimilar process. It picks the value 11 as the
incomingVClvalue. Etc.

Finally, the setup message arrives as host B. Assuming that B is healthy and willing to accept a
connection from host A, it too allocates an incoming VCl value, in this case 4. This VCl value can be
used by B to identify all packets coming from host A.

To complete the connection, everyone needs to be told what their downstream neighboris using as
the VClI for this connection. Host B sends an acknowledgement of the connection setup to switch 3
and includesinthat message the VClthatit chose. And we repeat this until we reach host A.

= At thispoint, everyoneknows all thatis necessary to allow traffic
to flow from host A to host B. Each switch hasa complete virtual
circuit table entry for the connection. Moreover, host A has a
firmacknowledgement that everythingisinplace all the way to
host B. At this point, the connectiontable entriesarein place in
all three switches just as in the administratively configured
example above.

When host A no longer wants to send data to host B, it tears down the connection by sending a
teardown message to switch 1. The switch removes the relevant entry from its table and forwards
the message on to the other switches in the path, which similarly delete the appropriate table
entries.

Characteristics of VCI

e Since host A has to wait for the connection request to reach the
far side of the networkand return before itcan senditsfirstdata
packet, thereis at least one RTT of delay before datais sent.

e Whilethe connectionrequest contains the full address forhostB,
each data packet contains only a small identifier, which is only
unique onone link. Thus, the per-packet overhead caused by the
headerisreducedrelative tothe datagram model.

e |f a switch orlink in a connection fails, the connection is broken
and a new one will need to best established. Also, the old one
needs to be torn down to free up table storage space | the
switches.

e The issue of how a switch decides which link to forward the
connectionrequestonhasbeen glossed over. Inessence, this is
the same problem as building up the forwarding table for
datagram forwarding, which requires some sort of routing
algorithm.

= One of the nice aspects of virtual circuits is that by the time the
host gets the go-ahead to send data, it knows quite a lot about
the network, for instance, that there really is a route to the
receiverand that the receiveriswillingand able toreceive data.
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>< datagram network has no connection establishment phase,
and each switch processes each packetindependently, making it
less obvious how adatagram network would allocate resources in
a meaningful way. Instead, each arriving packet competes with all
other packets for buffer space. If there are no free buffers, the
incoming packet must be discarded.

ASYNCHRONOUS TRANSFER MODE (ATM)

= Most well-known virtual circuit-based networking technology.

4 8 16 3 1 a 384 (48 bytes)

GFC VPI VCI Type | CLP |HEC (CRC-8) Payload i"‘il
!

1) GenericFlow Control (GFC)

2) 24 bits labelled VPl and VCl. They
correspond tothe virtual circuitidentifier
introduced previously. Breaking the field
into two parts allows for a level of
hierarchy.

3) 8-bit cyclic redundancy check. This is
known as the header error check (HEC).
It uses the CRC-8-bit error correction
capability onthe cell headeronly.

= Protecting the cell header is particularly important because an
error inthe VCl will cause the cell to be misdelivered.

/"\ ATM comesin only one size: 53 bytes.

1.3 Sourcerouting

= Third approach to switchingthat uses neithervirtual circuits nor
conventional datagrams.
= Various ways to implement source routing.

One way would be to assign a number to each output of each switch and to place that number in
the header of the packet. The switchingfunctionisthenverysimple: Foreach packetthat arrives on
an input, the switch would read the port number in the header and transmit the packet on that
output. However, since there will in general be more than one switch in the path between the
sending and the receiving host, the header for the packet needs to contain enough information to
allow every switchin the path to determine which output the packet needs to be placed on.

= One way of doing is to put an ordered list of switch ports in the
headerandto rotate the listso that the nextswitchinthe path is
always at the front of the list.
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Switch 1
o Switc

We assume that each switch reads the rightmost element of the list.

e This approach assumes that host A knows enough about the
topology of the network to form a header that has all the right
directionsinitforevery switchinthe path.

e We cannot predict how bigthe headerneedsto be, since it must
be able to hold one word of information for every switch on the
path. = headers are of variable length with no upper bound,
unless we can predict with absolute certainty the maximum
number of switches through which a packet will ever need to
pass.

e Some variations on this approach. Ratherthan rotate the header,
each switch could just strip the first element as it uses it.
Rotation has an advantage over stripping. Rotation helps keeping
a copy of the complete header, which may helpitfigure out how
to getback to host A.

We could also think of a pointer, so that each switch just updates
the point rather than rotating the header. This may be more
efficienttoimplement.

Header entering

switch |D|C|E|AI |D|C|E|A| |F*tr I:]|(.:|E"|’E"“|

Header leaving - x\
citch |ADCB ||:uca |F"trDCElA
(a) (b} (c)

= Source routing can be used in both datagram networks and
virtual circuit networks.

Source routes are sometimes categorized as strict or loos.

1) In astrict source route, every node along
the path mustbe specified
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2) Loose source only specifies a set of

nodes to be traversed, without saying
exactlyhowtoget fromone nodeto the
next. = set of waypoints.
Can be helpful to limit the amount of
information thatasource must obtain to
create a source route. In any reasonably
large network, itislikelytobe hard for a
host to get the complete path
information it needs to construct a
correct strict source route to any
destination.

= Class of switch used to forward packets between LANs such as

Ethernets.
= Lan Switches

= Widely usedincampusand enterprise networks.

Suppose you have a pair of Ethernets that you want to interconnect

LEARNING BRIDGES

You mighttry to puta repeaterbetweenthem.

An alternative would be to put a node with a pair of Ethernet
adaptors between the two Ethernetsand have the node forward
frames from one Ethernet to the other. This node would differ
from a repeater, which operates on bits, not frames, and just
blindly copies the bits received on one interface toanother. This
node would differ from a repeater, which operates on bits, not
frames, and justblindly copesthe bitsreceived ononeinterface
to another. Instead, this node would fully implement the
Ethernet’s collision detection and media access protocols on each
interface.

= bridge node

A collection of LANs connected by one or more bridgesisusually
said to form an extended LAN

- Multiinput device
- Multi outputdevice
- Increasesthe total bandwidth of anetwork

The first optimization: observe thatit need not forward all frames
thatitreceives.
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Ex: a frame from host A that is addressed to host B arrives on
port 1. There is no need for the bridge to forward the frame out

overport 2.
A B C
£ £ £
| I |
-— Port 1
Bridge TW
-—Port 2

= How doesa bridge come to lean on which port the various hosts

reside?
1)

2)

Human downloading a table into the
bridge. Then, whenever the bridge
receives a frame on port 1 that is
addressed to host A, it would not
forward the frame out on port 2. 2 too
burdensome.

Bridge can learnthisforitself. Theideais
for each bridge to inspect the source
address in all the frames It receives. So,
when host A sends a frame to a host on
either side of the bridge, the bridge
receives this frame and records the fact
that a frame from host A was just receive
on port 1. In this way the bridge can build
the table.

Table 3.4 Forwarding

Maintained by a Bridge
Host Port

A 1

B 1

C 1

X 2

Y 2

Z 2
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= Each packet carries a global address and the bridge decides which
outputto send a packeton by looking up thataddressin a table.
= Whena bridge first boots, thistable isempty. Entries are added
overtime. Also, atimeoutisassociated with eachentry. And the
bridge discards the entry aftera specified period of time. This is
to protect against the situation in which a host, and as a
consequence, its LAN address, is moved from one network to
another.
SPANNING TREE ALGORITHM
= The preceding method works justfine untilthe extended LAN has
a loop in it, in which case it fails. Frames may loop through the
extended LAN forever.
A Bridges B1, B4 and B6form a loop. Suppose that
B a packet enters bridge B4 from Ethernet J and
. that the destination addressis one notyetinany
bridge’s forwarding table: B4sends a copy of the
8k packet out to Ethernets H and I. Now bridge B6
E T F forwards the packet to Ethernet G, where B1
would see it and forward it back to Ethernet H.
B4 still doesn’t have this destinationinitstable.
G H So itforwards the packet backto Ethernets| and
Blﬁ | _ J. There is nothing to stop this cycle from
| T'/ @'— repeating endlessly, with packets loopingin both
J directionsamongB, B4 and B6.
= Why would an extended LAN come to have aloopinit?

1) Network managed by more than one
administrator (Ex: because it spans
multiple departmentsin an enterprise).

2) Loops are built into the network on
purpose, to provide redundancy in case
of failure.

= Whatever the cause, bridges must be able to correctly handle

loops. This is addressed by having the bridges run a distributed
spanningtree algorithm.

If you think of the extended LAN as beingrepresented byagraph
that possibly has loops (cycles), then a spanning tree is a
subgraph of this graph that covers (spans) all the vertices but
contains no cycles. > keeps all of the vertices of the original
graph butthrows out some of the edges.
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(a) (b)

Spanning tree algorithm = protocol used by a set of bridges to
agree upon a spanning tree for a particular extended LAN. In
practice this means that each bridge decides the ports over which
itisand isnot willing to forward frames.

= Dynamic algorithm: bridges are always prepared to reconfigure

themselvesintoanew spanningtree should some bridge fail, and
so those unused ports and bridges proved the redundant
capacity neededtorecoverfromfailures.

Main ideaof spanningtree algorithm = bridgesselectthe ports
overwhich they will forward frames. The algorithm selects ports
as follows. Each bridge has a unique identifier. fThe algorithm
first elects the bridge with the smallest ID as the root of the
spanningtree. Thisrootbridge always forwardsframesout over
all of its ports. Next, each bridge computes the shortest path to
the root and notes which of its ports is on this path.

i
e b
(B3

|___

= Goal of a bridge istotransparently extend a LAN across multiple
networks, and since most LANs support both broadcast and
multicast, then bridges must also support thes two features.
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1) Broadcast: each bridge forwards a frame
with a destination broadcast addressout
on each active port other than the one
on whichthe frame was received.

2) Multicast: each host deciding for itself
whetherornot to acceptthe message.

= Main issues become apparent when we consider the issues of

scale and heterogeneity.

W X

VLAN 100 | |
B1 B2
VLAN 200 | |

VLAN 100

VLAN 200

1) Scale: it is not realistic to connect more

than a few LANs by means of bridges.
(few means tens of). The spanning tree
algorithmscaleslinearly.
One approach to increasing the
scalability of extended LANs is the virtual
LAN. VLANs allow asingle extended LAN
to be portioned into several seemingly
separate LANs. Each virtual LAN is
assigned an identifier, and packets can
only travel fromone segmenttoanother
if both segments have the same
identifier.

Four hostson four different LAN segments. In
the absence of VLANS, any broadcast packet
from any host will reach all the other hosts.
Low let’s suppose that we define the
segments connected to hosts W and X as
being one VLAN: VLAN 100. And another
VLAN 200 between Y and Z. To do this, we
need to configure a VLAN ID on each port of
bridges B1 and B2. The link between B1 and
B2 isconsidered tobein both VLANSs.

When a packet sent by host X arrives at bridge B2, the bridge observes thatitcame ina port that was
configured as being in VLAN 100. It inserts a VLAN header between the Ethernet header and its
payload. The interesting part of the VLAN headeristhe VLAN ID; in this case, that ID issetto 100. The
bridge now appliesits normal rules forforwardingtothe packet, with the extrarestriction that the
packet may not be sent out an interface that is not part of VLAN 100. Thus, under no circumstances
will the packet—even a broadcast packet—be sent out the interface to host Z, whichisin VLAN 200.

The packet is, however, forwarded on to bridge B1, which follows the same rules and thus may
forward the packetto host W but notto host Y.

= Attractive feature of VLANSs is that it is possible to change the
logical topology without moving any wires or changing any
addresses.
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2. Basic Internetworking (IP)

2.1 Whatis an Internetwork?

= internetworks.

callit the Internet.

O

Ysaline de Wouters

Heterogeneity: bridges are fairly
limited in the kinds of networks
they can interconnect. Bridges
make use of the network’s frame
header and so can support only
networks that have exactly the
same format for addresses.

Can be wused to connect
Ethernets to Ethernets or token
rings to tokenrigs, etc.

Explore some ways to go beyond the limitations of bridged
networks, enabling us to build large, highly heterogeneous
networks with reasonablyefficient routing.

= Refers to an arbitrary collection of networks interconnected to
provide some sort of host-to-host packet delivery service.

= Whenwe are talkingaboutthe widely used globalinternetwork
to which a large percentage of networks are now connected, we

Network:to mean eitheradirectly connected ora switched network.

An internetwork: interconnected collection of such networks.

An internet is a logical network built out of a collection of physical
networks. A collection of Ethernets connected by bridges or switches
wouldstill be viewed as asingle network.
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Metwork 4 (Ethernet)

MNetwork 2
(Ethernet) Network 3
R1 ] {Point-point)
R2
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ste}
« Wl 5 M
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e ! A
Network 1
(Wireless)

The Internet Protocol is the key too used today to build scalable heterogeneousinternetworks. One
way to think of IP is that it runs on all the nodes in a collection of networks and defines the
infrastructure thatallows these nodes and networks to function as a single logical internetwork.

H5 Ha8
TCP R1 R2 R3 TCP
| |
P IP IP P IF
[ — —_— —_— I
a02.1 B0211)| ETH ETH PPP PPP ETH ETH

This figure shows how hots H5 and H8 are logically connected by the internet as a reference to
previous figure,including the protocol graph running on each node.

2.2 Service model

e When building an internetwork, a good place to start is to define its
service model =host-to-host service you want to provide.

Main concern: provide a host-to-host service only if this service
can somehow be provided over each of the underlying physical
networks.

= Make it undemanding enough that just about any network
technology that mightturnup in an internetwork would be able
to provide the necessary service.

IP model can be thought of as having two parts:

63



2015-2016 Computernetwerken Ysaline de Wouters

1) An addressingscheme, which provides a
way to identify all hosts in the
internetwork

2) A datagram model of data delivery.

= Best effort because, although IP makes every effort to deliver
datagrams, it makes no guarantees.
If something goes wrong and the packet gets lost, corrupted,
misdelivered, orinany way fails to reachits intended destination,
the network does nothing. It made its best effort, and thatis all It
has to do.
= unreliable service. It does not make any attempt to recover
from the failure.

DATAGRAM DELIVERY

Datagram = type of packetthat happenstobe sentina connectionless manneroveranetwork. Every
datagram carries enough information to let the network forward the packet to its correct
destination. We just send the packet, and the network makesits best effortto ggetitto the desired
destination.

Best-effortisthe simplestservice you could ask forfrom an internetwork.

The ability of IP to run overanythingisfrequently cited as one of its most important characteristics.

PACKET FORMAT

A key part of the IP service model is the type of packets that can be carried. The IP datagram, liked
most packets, consists of a headerfollowed by anumber of bytes of data.

0 4 8 16 19 31
. Version | HLen | TOS Length
Ident Flags Offset
TTL ‘ Protocol Checksum
SourceAddr
DestinationAddr

Pad
(variable)

Options (variable)
Data
-

IP Header

e Theversionfield specifices the version of IP. The currentversion of IP is,
and itis sometimes called IPv4.
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The header processing software starts off by looking at the version and
then branches off to process the rest of the packet according to the
appropriate format.

e HLen specifiesthe length of the headerin 32-bit words.

e TOS (Type of service). Its basicfunctionistoallow packetstobe treated
differently based on application needs.

e Lengthof the datagram, includingthe header. It counts bytes ratherthan
words.

e The second word of the header contains information about
fragmentation,

e The third word of the header contains a TTL field (Time to Live).
Originally, TTL was set to a specific number of seconds that the packet
would be allowed tolive. Routers along the path would decrement this
field untilitreached 0.

e Protocol field: demultiplexing key thatidentifies the higher-level protocol
to which this IP packet should be passed.

e The checksum is calculated by considering the entire IP header as a
sequence of 16-bit words, adding them up using ones’ complement
arithmetic, and takingthe ones complement of the result. It makes sense
to discard any packet that fails the checksum.

e SourceAddr:requiredtoallow recipientstodecide if they wanttoaccept
the packetand to enable themtoreply.

e DestinationAddr: key to datagram delivery: every packet contains a full
addressforits intended destination so that forwarding decisions can be
made at each router.

e At the end of the header there may be a number of options. The
presence or absence of options may be determined by examining the
headerlengthfield.

FRAGMENTATION AND REASSEMBLY

One of the problems of providing a uniform host-to-host service model over a heterogeneous
collection of networks is that each network technology tends to have its own idea of how large a
packetcan be. Ex: an Ethernet can accept packets up to 1500 byteslong.

Two choices for the IP service model

e Make sure that all IP datagrams are small enough to fit inside one packet
on any network technology
e Provide means by which packets can be fragmented and reassembled
whenthey are too bigto go overa given network technology.
= Good choice, especially when considering the fact that new
network technologies are always turningup, and IP needs to run
overall of them.

65



2015-2016 Computernetwerken Ysaline de Wouters

Central idea: every network type has a maximum transmission unit (MTU), which is the largest IP
datagram that it can carry in a frame. This value is smaller than the largest packet size on that
network because the IP datagram needstofitin the payload of the link-layer frame.

1) Ethernet 1500 bytes
2) WI-FI2312 bytes
3) PPP532 bytes

Fragment when necessary (MTU < Datagram) Fragmentation occurs in a router when it receives a
datagram that it wantsto forward over a network that has an MTU that is smallerthanthereceived
datagram.To enable these fragments to be reassembled at the receiving host, they all carry the same
identifier in the Ident field. This identifier is intended to be unique among all the datagrams that
mightarrive at the destination from this source over some reasonable time period.

= Shouldall the fragments not arrive at the receiving host, the host
gives up on the reassembly process and discards the fragments
that did arrive. IP does not attempt to recover from missing

fragments.
H5 H8
R1 R2 R3
%“;_f. S ff?
[Bo2.11]1P | 1400 | [ETH]IP] 1400 | [pPP[IP] 512 | [ETH[IP] 512 |
|PPP|II‘—‘| 512 | |ETH|IP| 512 |
[pPR]IP] 512 | [ETH]IP] 512 |

= Host H5 sends a datagram to host H8.

Assumptions: MTU is 1500 bytes for the two Ethernets and the
802.11 network, and 532 bytesforthe PP network.

A 1420-byt datagram sent from H5 makes it across the 802.11
network and the first Ethernet without fragmentation but must
be fragmented to three datagrams at router R2. These three
fragments are then forwarded by router R3 across the second
Ethernettothe destination host.

e Each fragment is itself a self-contained IP
datagram that istransmitted overasequence of
physical networks, independent of other
fragments

e Each IP datagram is re-encapsulated for each
physical network overwhichittravels.
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Start of headar

dent=x | | [0] offset=0

Rest of header

1400 data bytes

Start of headar

deni=x | [ [1] oOffse=0

Rest of header

512 data bytes

Start of headar

dent=x | | [1] offser=s54

Rest of header

512 data bytes

Start of header

dent=x | | [o] Ofiset=128

Rest of header

ATE data bytes

2.3 Global addresses

Computernetwerken

a)

b)

c)

d)

Ysaline de Wouters

The unfragmented packet has 1400
bytes of data and a 20-byte IP header.
When the packet arrives at router R2,
which has an MTU of 532 bytes, it has to
be fragmented.

A 532-byte MTU leaves 512 bytes for
data after the 20-byte IP header, so the
first fragment contains 512 bytes of
data. The router sets the M bit in the
Flagsfield, meaningthatthereare more
fragments to follow, and it sets the
Offsetto0, since this fragmentcontains
the first part of the original datagram.
The data carried onthe second fragment
starts with the 513" byte of the original
data, sothe Offsetfieldinthisheaderis
setto 64 (512/8).

The third fragment contains the last 376
bytes of data, and the offset is now 5*
512 /8=128.

The fragmentation process is done in such a way that it could be

repeatedifafragmentarrived at another network withaneven smaller
MTU. Fragmentation produces smaller, valid IP datagrams that can be

readily reassemble

into the original

datagram upon receipt,

independently of the order of theirarrival.

= Reassemblyisdone atthe receivinghostand not at each router.

Reassemblyisfarfroma simple process

1)

2)

If a single fragment is lost, the receiver
will still attempt to reassemble the
datagram, and it will eventually give up
garbage-collect the
resourcesthat were usedto performthe

and have to
failed reassembly
IP delays reassembly until destination

hostreached.

= Try to avoid fragmentation at source host using path MTU

discovery.

= Global uniqueness isthe first property that should be providedin

an addressing scheme

67



2015-2016

HIERARCHICAL ADDRESSES

Computernetwerken Ysaline de Wouters

Ethernetaddresses are globally unique, butthatalone does not
suffice for an addressing scheme in a large internetwork.
Ethernetaddressesare also flat, which means thatthey have no
structure and provide very few clues to routing protocols.

>< |P addresses are hierarchical, which means that they are made
up of several parts that correspond to some sort of hierarchy in
the internetwork. They consist of two parts
e Network part: identifies the network towhichthe hostis
attached. All hots attached to the same network have the
same network partin their P address.
Routers attached to several networks need to have an
address on each network, one foreachinterface;
e Host part: identifies each host uniquely on that particular
network.

Unlike some otherforms of hierarchical address, the sizes of the
two parts are not the same for all addresses. Originally, IP
addresses were divided into three different classes, each of
which defines different-sized network and host parts.

In all cases, the address is 32-bits long.

The class of an IP addressisidentified inthe mostsignificant few
bits.
e [fthefirstbitis O, itisa class A address. 126 networks of
~ 16.000.000 hots.
e |f the firstis 1 and the second 0, it is a class B address.
~16.000 networks of ~65.000 hosts.
e |f the first two bits are 1 and the thirdis O, itis a class C
address. ~2.000.000 networks of 254 hosts.
(=) 7 24
| n| Network | Host |

(b) 14 16
| 1 ||:|| ry— | Hast |

(c) 21 i
|1|1||:|| Metwark |H-:rst|

This addressing scheme has a lot of flexibility, allowing networks of vastly different sizes to be
accommodated fairly efficiently. The original idea was that the Internet would consist of a small
number of wide area networks, amost number of site-sized networks, and alarge number of LANs.
However, itturned out notto be flexibleenough.
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= |P addresses are written as four decimal integers separated by
dots. Each integer represents the decimal value contained in 1
byte of the address, starting at the most significant.

Ex:171.69.210.245

/"\ not to confuse IP addresses with Internet domain names, wich
are also hierarchical. Domain names tends to be strings

separated by dots. Ex: cs.princeton.edu.

2.4 Datagram forwarding in IP

= Forwarding is the process of taking a packet from an input and
sending it out on the appropriate output, while routing is the
process of building up the tables that allow the correct output for

a packetto be determined.

Strategy

1)

2)

3)

4)

5)
6)

Forwarding IP datagrams

Every datagram contains destination’s
address

If directly connected to destination
network, then forward to host.

If not directly connected to destination
network, then forward to some router
Forwarding table maps networknumber
intonexthop.

Each router maintains aforwardingtable
Each host has a defaultrouter

A datagram is sentfroma source hostto a destination host, possibly passing through several routers

along the way. Any node, whether it is a host or a router, first tries to establish whether it is
connectedtothe same physical network as the destination. To do this, it compares the network part
of the destination address with the network part of the address of each of its network interfaces.

o If a match occurs, then that means that the destination
lies on the same physical network as the interface, and
the packetcan be directly delivered overthat network.

o If the node is not connected to the same physical
network as the destination node, then it needs to send
the datagram to a router. In general, each node will have
a choice of several routers, and so it needs to pick the

bestone, or at least one that has a reasonable chance of
gettingthe datagram closerto its destination.
Routerthat it chooses = the next hop router.
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Table 3.5 Example Fe
Table for Router R2 In

NetworkMNum NextHop
1 R1
4 R3
Table for Router R2In
NetworkMNum NextHop
1 R1
2 Interface 1
3 Interface 0
4 R3

Computernetwerken Ysaline de Wouters

The router finds its next hop by consultingits forwarding
table.

There is normally also a default router that is used if
none of the entriesinthe table matches the destination’s
network numberf. Forahost, it may be quite acceptable
to have a default router and nothing else. This means
that all datagrams destined for host not on the physical
networktowichthe sendinghostis attached will be sent
out thourgh the defaultrouter.

- Suppose that H1 wants to send a
datagram to H2. Since they are on the
same physical network, H1 and H2 have
the same network number in their IP
address. Thus, H1 deduces that it can
deliverthe datagramdirectlytoH2 over
the Ethernet. The one issue that needs
to be resolved is how H1 finds out the
correct Ethernetaddress for H2.

- Suppose H5 wantsto send a datagram to
H8. These hosts are on different physical
networks, so they have different
network numbers, H5 deduces that it
needs to send the datagram to a router.
R1 isthe only choice, the defaultrouter,
so H1l sends the datagram over the
wireless network to R1.

R1 know that it cannot deliveradatagram directly to H8 because neitherof R1'sinterfacesison the
same network as H8. Suppose R1’s default router is R2; R1then sends the datagram to R2 over the
Ethernet. Assuming R2has the forwardingtable shown above, it looks up H8's networknumber and
forwards the datagram overthe PP network to R3. Finally, R3, since itison the same network as H8,

forwards the datagram directly to HS.

Central Routers (R2)

Edge Routers (R1, R3). They don’t have to know all
networks. They use R2 as defaultrouter

Host (with one interface). The forwardingtable contains
one interface and default router. It directly delivers
packetto destination, ordeliversittothe defaultrouter.

2.5 Subnetting and Classless Addressing

The original intent of IP addresses was that the network part would uniquely identifyexactly
one physical network. It runs out that this approach has a couple of drawbacks.

Ex: large campus that has lots of internal networks and decides to connect to the Internet.
For every network, no matter how small the site needs at least a class C network address.
Evenworse, forany network with more than 255 hosts, they need a class B address.
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= There are only a finite number of network numbers, and there
are far fewer class B addresses than class Cs. Class B addresses
tendto bein particularly high demand becauseyou never know if
your network might expand beyond 255 nodes, so it is easier to
use a class B address from the start than to have to renumber
every host whenyou run out of roomon a class C network.

Assigning one network number per physical network, uses up the IP address space
potentially much fasterthan we would like. While we would need to connect over 4 billion
hosts to use up all the valid addresses, we only need to connect 2!* (+/- 16000) class B
networks before that part of the address space runs out.
= We would like to find some way to use the network numbers
more efficiently.

The amount of stat that isstoredin a node participatingin arouting protocol is proportional
to the number of other nodes, and that routing in an internet consists of building up
forwarding tables that tell a router how to reach different networks. The more network
numbersthere arein use, the biggerthe forwardingtables get.

Big forwarding tables add costs to routers, and thy are potentially slower to search tan
smallertablesforagiventechnology, sothey degrade router performance.

Subnetting provides a first stop to reducing total number of network numbers that are
assigned. Theideaistotake a single IP network numberand allocate the IP addresses with
that network numberto several physical networks, which are now referred to as subnets.

e The subnets should be close to each other. This is because at a
distant pointinthe Internet, they will all look likeasingle network,
having only one network numberbetween them. Thismeans that a
router will only be able to select one route to reach any of the
subnets, sothey had betterall be in the same general direction.
= Perfectsituationinwhichtouse Subnettingisalarge campus or

corporation that has many physical networks.

Subnet mask defines variable portions of host part. The subnet
mask enables us to introduce a subnet number. All hosts on the
same physical network will have the same subnet number. Which
means that hosts may be on different physical networks but
share a single network number.
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Network number Host numbsar

Class B address

T11111111111111111111111 | 000DDD00

Subnet mask (255.255255.0)

Network numbsar Subnet 1D | Host ID

Subnetted address

Subnets are not visible from the resto of the Internet. As
result, routersinthe outside word see asingle network.

Subnet mask- 255 255 255 124
Subnet number:- 128.96.34.0

128 96.34.15'
- 128.96.34.1
R
H1
120 95.34.130 Subnet mask: 255,255 255.128

Subnet number: 128.96.34 128

L¥]

125 96.34.120 |1za 96.34.138
H3 ——

— 2 &3

128.96.33.1

H2
I 128.96.33.14

Subnet mask: 255 255 255.0
Subnet number: 128.96.33.0

CLASSLESS ADDRESSING

Classless Interdomain Routing (CIDR) takes the Subnettingideatoitslogical conclusion by essentially
doing away with address classes altogether. Subnetting only allows us to split a classful address
among multiple subnets, while CIDR allows us to coalesce several classful addresses into a single
supernet.

= Keepstheroutingsystemfrombeingoverloaded.

= Issuesof address space efficiency and scalability routing system
are coupled.
Ex: case of a company whose network has 256 hostson it. That is
too many for a class C address, you we would be tempted to
assign a class B. However, this would be inefficient! Eventhough
Subnetting can help us to assign addresses carefully,it does not
get around the face that any organization with more than 255
hosts, or an expectation of eventually havingthat many, wants a
class B address.
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The firstway you might deal with thisissue would be torefuse to
give a class B address to any organization that requests one
unless they can show a need for something close to 64K
addresses, and instead giving them an appropriate number of
class C addresses to cover the expected number of hosts. Since
we would now be handing out address space in chunks of 256
addressesata time, we could more accurately match the amount
of address space consumed to the size of the organization. For
any organization with at least 256 hosts, we can guarantee an
address utilization of at least 50%, and typically much more.

This solution, however, raises a problem that is at least as
serious: excessive storage requirements at the routers. If a
single site has, say, 16 class C network numbers assigned to it,
that means every Internet backbonerouterneeds 16 entriesinits
routing tables to direct packets to that site. This is true even if
the path to every one of those networks is the same. If we had
assigned a class B address to the site, the same routing
information could be stored in one table entry. However, our
address assignment efficiency would then be only 16x255/65,536
= 6.2%.

CIDR tries to balance the desire to minimize the number of routes that a router needs to know
againstthe needto hand out addresses efficiently. To do this, CIDR helps us to aggregate routes. It

lets us use a single entry in a forwarding table to tell us how to reach alot of different networks. It
doesthis by breakingthe rigid boundaries between address classes.

CIDR requires anew type of notation to represent network numbers, or prefixesastheyare known,

because the prefixes can be of any length. The conventionisto place a /X afterthe prefix, where X is
the prefix length in bits. So for example, the 20-bit prefix for all the networks 192.4.16 through
192.4.31 is represented as a 192.4.16/20.

Advartise
128. 112128721

IP FORWARDING REVISITED

i 1268112120024

Customers

128112128024

12B. 112130624

128112135724

So far, we have assumed that we could find the network number in a packet and then look up that
number in a forwarding table. Now that we have introduced CIDR, we need to reexamine this
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assumption. CIDR means that prefixes may be of any length, from 2 to 32 bits. > Not restricted to
aggregation of class C networks. Besides, prefixesin forwarding tables can overlap, inthe sense that
some addresses may match more than one prefix.

= Longest match algorithm needed. Ex: we might find both 171.69
and 171.69.10 in the forwarding table of a single router. In this
case, a packet destined to, 171.69.10.5 clearly matches both
prefixes. The packet matches the longest prefix, whichwould be
171.69.10.

ADDRESS TRANSLATION (ARP)

= Recall: we previously talked about how to get IP datagrams to
the right physical network but glossed over the issue of how to
geta datagram to a particular host or router on that network.
Main issue: IP datagrams contain IP addresses, but the physical
interface hardware on the host or router to which you want to
send the datagram only understands the addressing scheme of
that particular network. = We need to translate the IP address
to a link-leveladdress that makes sense on this network.

One simple way to map an IP addressinto a physical network addressistoencode a host’s physical
address in the host part of its IP address. For example, a host with physical address 00100001
01001001 (which hasthe decimal value 33 inthe upperbyte and 81 inthe lowerbyte) might be given
the IP address 128.96.33.81. While thissolution has been used on some networks,itislimitedinthat
the network’s physical addresses can be no more than 16 bitslongin this example; theycan be only
8 bitslongon a class C network. This clearly will not work for 48-bit Ethernet addresses.

A more general solution would be foreach host to maintain atable of address pairs, thatis, the table
would map IP addressesinto physical addresses.

= Can be accomplished using the Address Resolution Protocol
(ARP).
Goal: enable each host on a network to build up a table of
mappings between IP addresses and link-leveladdresses. Since
these mappings may change overtime, the entriesare timedout
periodically and removed.

ARP takes advantage of the fact that many link-level network technologies, such as Ethernet, support
broadcast. If a host wants to send an IP datagram to a host (or router) that it knows to be on the
same network (i.e., the sendingand receiving node have the same IP network number), it first checks
for a mapping in the cache. If no mapping is found, it needs to invoke the Address Resolution
Protocol over the network. It does this by broadcasting an ARP query onto the network. This query
containsthe IP addressin question (the target IP address). Each hostreceivesthe query and checks
to seeifitmatchesits IP address. If it does match, the host sends a response messagethat contains
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its link-layer address back to the originator of the query. The originator adds the information
containedin thisresponse toits ARP table.

2.6 Hostconfiguration (DHCP)

IP addresses not only must be unique on a given internetwork but also must reflect the
structure of the internetwork. They contain anetwork partand a host part. The network part
must be the same for all hosts on the same network. So, itis not possible forthe IP address
to be configured once into a host when it is manufactured, since that would imply that the
manufacturerknew which hosts were goingto end up on which networksanditwould mean
that a host, once connected to one network, could never move to another. 2 |IP addresses
need to be reconfigurable.

In additionto an IP address, there are some other pieces of information ahost needsto have
before it can start sending packets. The most notable is the address of a defaultrouter.
Most host operating systems prove a way for a system administrator, or even a user, to
manually configure the IP information needed by a host.
Drawbacks:
e [tisalotof workto configure all the hostsina large network directly
e The configuration processisveryerrorprone, since itis necessary to
ensure thatevery host gets the correct network numberand that not
two hosts receive the same IP address.
= Automated configuration methods are required. The primary
method uses a protocol known as the Dynamic Host
Configuration Protocol (DHCP)

DHCP relies onthe existence of a DHCP serverthatis responsible for providing configuration
information to hosts. There is at least one DHCP serverforan administrative domain. At the
simplest level, the DHCP server can function just as a centralized repository for host
configuration information.

DHCP saves the network administrators from having to walk around to every hosts in the
company with a list of addresses and network map in hand and configuring each host
manually. The configuration information for each host could be stored in the DHCP server
and automatically retrieved by each host when it is booted or connected to the network.
However, the administrator would still pick the address that each hostis to receive. He would
just store that in the server. In this model, the configuration information for each host is
stored in a table that is indexed by some form of unique client identifier, typically the
hardware address.

A more sophisticated use of DHCP saves the network administrator from even having to
assign addresses to individual hosts. In this model, the DHCP server maintains a pool of
available addresses that it hands out to hosts and demand. This considerably reduces the
amount of configuration an administrator must do, since now itis only necessarytoallocate
arange of IP addressesto each network.
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= Goal of DHCP is to minimizethe amount of manual configuration
requiredfora hostto function.

To contact a DHCP server, a newly booted or attached host sends a DHCPDISCOVER message to a
special IP address that is an IP broadcast address. It will be received by all hosts and routers on the
network. Routers do not forward such packets onto other networks, preventing broadcast to the
entire Internet.

The server would then reply to the host that generated the discovery message. However, it is not
really desirable torequire one DHCP serveron every network, because this still creates apotentially
large number of servers that need to be correctly and consistently configured. Therefore, DHCP uses
the concept of a relay agent. There is a least one relay agent on each network, and it is configured
with just one piece of information. The IP address of the DHCP server. When a relay agentreceives a
DHCPDISCOVER message, it unicastsittothe DHCP serverand awaits the response with it will then
send back to the requestingclient.

Unicast to server

—_—

11

|| DHCP | Other networks = 1
reRay |
DHCF server
Broadcast

Host

2.7 Error Reporting (ICMP)

= How doesthe Internettreatserrors?
= |IP doesnot necessarily fail silently.

e |P is always configured with a companion protocol, known as the Internet
Control Message Protocol (ICMP), that defines a collection of error messages
that are sent back to the source host whenever a router or host is unable to
process an IP datagram successfully. Ex: error messages indicating that the
destination host is unreachable (perhaps due to a link failure), that the
reassembly process failed, that the TTL had reached 0, that the IP header
checksumfailed, and so on.

e ICMP alsodefinesahandful of control messagesthataroutercan send back
to a source host. One of the most useful control messages, called an ICMP-
Redirecttellsthe source host that there is a betterroute to the destination.

e ICMP also providesthe basisfortwowidely used debugging tools

o Ping:uses|ICMP echo messagestodetermine
ifa nodeisreachable andalive

76



2015-2016

Computernetwerken Ysaline de Wouters

o Traceroute: uses a slightly non-intuitive
technique to determine the set of routers
alongthe path to a destination.

2.8 Virtual Networks and Tunnels

=

We previously focused on making it possible for nodes on
different networks to communicate with each other in an
unrestricted way.

Goal in Internet: everybody wants to be able to send email to
everybody

There are many situations where more controlled connectivity is
required. = Virtual Private network (VPN)

Ex: Corporations with many sites often build private networks by
leasing transmission lines from the phone companies and using
those linestointerconnectsites.

To make a private network virtual, the leased transmission lines, which are not shared with
any othercorporations, would be replaced by some sort of shared network. A virtual circuit
(VC)isaveryreasonable replacement foraleasedline because itstill provides a logical point-
to-pointconnection between the corporation’s sits. Ex:if corporation Xhasa VCfrom site A
to site B, then clearly it can send packets between sites A and B. But there is no way that
corporationY can get its packets delivered to site Bwithout first establishingitsown virtual
circuitto site B, and the establishment of such a VC can be administrativelyprevented, thus
preventing unwanted connectivity between corporation Xand corporation.

a) Showsto private networks fortwo separate

— Physical links .
corporations.
/ % b) They are both migrated to a virtual circuit
LE' '

Corporation X private network

network. The limited connectivity of a real
private network is maintained, but since

(x)
e

) the private networks now share the same
e transmission facilities and switches we say
that two virtual private networks have been

created.

Corparation ¥ private network &) Q‘]\ (©) /4Q)
- T
"= Physical link

=

Wirtual circuits
It is also possible to provide a similar function using an IP
network, aninternetwork, to provide the connectivity. However,
we cannot just connect the various corporations’ sitestoa single
internetwork because that would provide connectivity between
corporation X and corporation Y, which we wish to avoid.
Solution: IP tunnel
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IP TUNNEL

= virtual point-to-point link between a pair of nodes that are actually separated by an arbitrary
number of networks.

Thevirtual linkis created within the routerat the entrance to the tunnel by providing it with the IP
address of the router at the far end of the tunnel. Whenever the routerat the entrance of the tunnel
wants to send a packet over this virtual link, it encapsulates the packet inside an IP datagram. The
destination addressinthe IP headeristhe address of the router at the far endof the tunnel, while
the source addressis that of the encapsulatingrouter.

R R2
Network 1 _@5}_ niernetwork _@_ Network 2

118,501
IP header, IP header, P header, f’ ‘
Destination=2x Diestination=18.5.0.1 Diestination =2.x -
NetworkNum NextHop
IP header,
IP payload Destination= 2% P payload 1 Interface 0
2 Virtual interface 0
IF payload
Py Default Interface 1

Ex: atunnel has been configured from R1to R2 and assigned a virtual interface numberof 0. R1 has
two physical interfaces. Interface O connects to network 1. Interface 1 connects to a large
internetwork andisthus the default forall trafficthat does not match something more specificinthe
forwarding table.

In addition, R1 has a virtual interface, which is the interface to the tunnel. Suppose Rl receives a
packet from network 1 that contains an addressin network 2. The forwardingtable saysthis packet
should be sent out virtual interface 0. In order to send a packet out this interface, the router takes
the packet, adds an IP headeraddressed to R2, and then proceeds to forward the packetas if it had
justbeenreceived. R2’s addressis 18.5.0.1; since the network numberof thisaddressis 18, not 1 or
2, a packetdestined for R2 will be forwarded out the defaultinterface into the internetwork.

Once the packet leaves R1, it looks to the rest of the world like a normal IP packet destined to R2,
and itis forwarded accordingly. All the routers in the internetwork forward it using normal means,
until it arrives at R2. When R2 receives the packet, it finds that it carries its own address, so it
removesthe IP headerand looks at the payload of the packet.

While R2 is acting as the endpoint of the tunnel, there is nothingto prevent itfromperforming the
normal functions of a router. For example, it might receivesome packets thatare nottunneled, but
that are addressed to networks thatit knows how to reach, and it would forward themin the normal
way.

Downsides
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e Increases the length of packets. This might represent a significant waste of
bandwidth for short packets.
fragmentation, which hasits own set of drawbacks.

Longer packets might be subject to

e Performance implications for the routers at either end of the tunnel, since
they needtodo more work than normal forwardingastheyadd and remove

the tunnel header.

e Management cost for the administrative entity thatisresponsibleforsetting
up the tunnels and making sure they are correctly handled by the routing

protocols.

3. Routing

= How do switches and routers acquire the information in their

forwardingtables?

3.1 Networkas a Graph

Graph representing a network. The nodes
of the graph, may be hosts, switches,
routers, or networks. Here, we will focus on
the case where the nodes are routers. The
edges of the graph correspond to the
network links. Each edge has an associated
cost, which gives some indication of the
desirability of sending trafficoverthatlink.

1)

2)

The forwarding table is used when a
packet is being forwarded and so must
contain  enough information to
accomplish the forwarding function. This
meansthat a row in the forwardingtable
contains the mapping from a network
prefix toan outgoinginterface andsome
MAC information, such as the Ethernet
address of the next hop.

The routing table, on the other hand, is
the table that is built up by the routing
algorithms as a precursorto building the
forwarding table. It generally contains

mapping from network prefixes to next
hops.

= Find the lowest-cost path between any two nodes, where the
cost of a path equals the sum of the costs of all the edges that

make up the path.
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Static approach has some severe shortcomings

3.2 Distance-Vector (RIP)

=

Infoermation
Stored at Node

A

B m o m OO ™ m

Distance to Reach Node

B C
1 1
1] 1
1 4]
o0 1
£ B
o o
o0 00

1)

2)
3)

Does not deal with changes in topology
(new nodes, links)

Does not deal with failures (nodes, links)
Does not deal with changing costs
(dynamicloads)

Hence, routingisachievedin most practical networks by running
routing protocols among the nodes. These protocols provide a
distributed, dynamic way to solve the problem of finding the
lowest-cost path in the presence of link and node failures and
changing edge costs.

Each node constructs a one-dimensional array containing the
“distances” to all other nodes and distributes that vector to its

immediate neighbors.

Assumption: each node knows the cost of the link to each of its
directly connected neighbors. These costs may be provided when
the router is configured by a network manager. A link that is
downisassigned aninfinite cost.

D

E

= #

=
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= Each node knows only the information in one row of the table.
The global view that is presented here is not available at any
single pointinthe network.

The next step in distance-vector routing is that every node sends a message to its directly
connected neighbors containing its personal list of distance. Ex: node F tells node A that it
can reach node G at a cost of 1. A also knows it can reach F at a cost of 1, etc. Based on the
exchanged information, A can update its routing table with costs and next hopsfor all nodes

inthe network.

In a nutshell, each node maintains aroutingtable of triples (Destination, Cost, NextHop).

Node updateslocal tableifitreceivesa“better” route (smaller cost)
Refresh existing routes
Delete route if they time out
= Convergence:all nodesachieveaconsistentview afteranumber
of steps, without the help of acentral authority.

i st

Destination Cost NextHop
B 1 B
c 1 G
o o _
= 1 E
F 1 F
G - —

There are two different circumstances under which a given node decides to send a routing update

toitsneighbors.

Periodicupdate: each node automatically sends an update message every so
often, evenif nothing has changed. Thisservestoletthe other nodes know
that this node is still running. It also makes sure that they keep getting
information thatthey may needif theircurrent routes become unviable. The
frequency of these periodicupdates varies from protocol to protocol, butitis
typically onthe order of several seconds to several minutes.

Triggered update: happens wheneveranode noticesalinkfailure orreceives
an update from one of its neighbors that causes it to change one of the
routesinits routingtable. Wheneveranode’s routing table changes, itsends
an update to its neighbors, which may lead to a change in their tables,
causingthemto send an update totheirneighbors.

= What happens when a link or node fails? The nodes that notice
first send new lists of distances to theirneighbors,andnormally
the systemsettles down fairlyquicklyto a new state.

= How does a node detectfailure?
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o A node may continually test the link to another node by

sending a control packet and seeing if it receives an

acknowledgement.

o A node determines that the link is down if it does not
receive the expected periodicrouting update forthe last
few update cycles.

LINK FAILURE

= What happenswhenanode detects a linkfailure? Consider what
happenswhen Fdetectsthatitslinkto G has failed.

1)

2)

3)

4)

F sets its new distance to G to infinity
and passesthatinformationalongtoA.
Since A knows that its 2-hop path to Gis
through F, A would also set its distance
to G to infinity.

With the next update from C, A would
learnthat C has a 2-hop path to G. thus A
would know that it could reach G in 3
hops through C, which is less than
infinity, and so A would update its table
accordingly.

When it advertises this to F, node F
would learn that it can reach G at a cost
of 4through A, whichisless thaninfinity,
and the system would again become
stable.
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F after convergence
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= Slightly different circumstances can prevent the network from

stabilizing.

Ex: thelinkfrom A to E goesdown. Inthe nextround of updates,
A advertises a distance of infinity to E, but B and C advertise a
distance of 2 to E. depending on the exact timing of events, the
following might happen: Node B, upon hearing that E can be
reached in 2 hops from C, concludes that it can reach Ein 4 hops
and advertisesthisto C. Node Cconcludesthatit canreachEin 5
hops. And so on ... This cycle stops only when the distances reach
some number that is large enough to be considered infinite. In
the meantime, none of the nodes actually knows that E is
unreachable, and the routing tables for the network do not
stabilize.

Initial situation in A 7/ A after 3 rounds

Dest | Cost
B 1 B
C 1 C
D 2 C
E 1 E
F 1 F
G 2 F

NextHop Dest | Cost | NextHop

GO mm O MmO
Mmoo MO

b = O M = =3

= No convergence!
= Loop-breaking heuristics: technique to improve the time to

stabilize routing. When a node sends a routing update to its
neighbors, it does not send those routes it learned from each
neighborbackto that neighbor.

o splithorizon:do notsend updates backto NextHop

o setinfinityto 16
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3.3 Link State Routing (OSPF)

= Second majorclass of intra domain routing protocol
Starting assumptions for link-state routing are rather similar to
those for distance-vector routing. Each node is assumed to be
capable of finding out the state of the link to its neighbors and
the cost of each link.
We want to provide each node with enough information to
enableittofindthe least-cost path to any destination.

Ex: Opens Shortest Path First (OSPF)

- Fast distribution of new information

- Fastconvergence

- No count-to-infinity (every node knows complete topology

- Refreshperiod =hours (little traffic)

- Amount of link state information

- Complex protocol (authentication, load balancing, multiple metrics...)

Idea: Every node knows how to reachiits directly connected neighbors, and if we make sure that the
totality of this knowledge is disseminated to every node, then every node will have enough
knowledge of the network to build a complete map of the network. This is clearly a sufficient
condition forfinding the shortest path toany pointinthe network.

Two mechanisms:

e Reliable dissemination of link-state information
e (Calculation of routes from the sum of all the accumulated link-state
knowledge.

RELIABLE FLOODING

= Process of making sure that all the nodes participatingin the routing protocol get a copy of the link-
state information from all the othernodes.

Basicidea: for a node to sendits link-state information out on all of its directly connectedlinks. This
process continues until the information has reached all the nodesin the network.

= Each node creates an update packet, also called a link-state
packet (LSP)
= ThelD of the node that created the LSP
= A list of directly connected neighbors of that
node, with the cost of the link to each one
= Asequence number
= Atimetolive forthispacket.

The firsttwo items are needed to enable route calculation. The lasttwo are used to
make the process of flooding the packet to all nodes reliable. Reliability includes
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making sure that you have the most recent copy of the information, since there may
be multiple contradictory LSPs from one node traversing the network. Making the
floodingreliable has proven to be quite difficult!

= How doesflooding work?

1) The transmission of LSPs between
adjacent routers is made reliable using
acknowledgements andretransmissions
justasin thereliable link layer protocol.

Ex: consider a node X that receives a copy of an LSP that originated at some other node Y.
Note that Y may be any otherrouterin the same routingdomain as X. X checksto seeifithas
already stored a copy of an LSP from Y. If not, it stores the LSP. If it already has a copy, it
comparesthe sequence numbers. If the new LSP has a larger sequence number, itis assumed
to be the more recent, and that LSP is stored, replacing the old one. A smaller (or equal)
sequence numberwould imply an LSP older (or not newer) thanthe one stored, so it would
be discarded and no furtheraction would be needed.

Ifthe received LSP was the newerone, Xthen sends a copy of that LSP to all of itsneighbors
except the neighbor from which the LSP was just received. The fact that the LSP is not se nt
back to the node from which it was received helpsto bringan endto the flooding of an LSP.
Since X passesthe LSP on all its neighbors, who thenturnaround and do the same thing, the
most recent copy of the LSP eventually reaches all nodes.

= Each node becomesshaded asitstoresthe new LSP
a) ThelSP arrivesat node X, whichsendsitto neighbors
AandC.
b) Aand Cdonotsenditbackto X, but sendItonto B
c) . Since B receives two identical copies of the LSP, it
will accept whichever arrived first and ignore the
second as a duplicate.
d) It then passes the LSP onto D, which has no
neighborstoflooditto.The processiscomplete.
= Just as in RIP, each node generates LSPs under two
circumstances.
1) Expiryofa periodictimer
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2) Achangeintopologycan cause a nodeto
generate a new LSP. However, the only
topology-based reason for a node to
generate an LSP is if one of its directly
connected links orimmediateneighbors
has gone down.

Important goal: the newestinformation must be flooded to all nodes as quickly as possible, while old
information must be removed fromthe network and not allowed to circulate. Moreover, itisclearly
desirable to minimize the total amount of routing trafficthatis sentaround the network. This is just
overhead from the perspective of those who actually use the network fortheirapplications.

= Easy way to reduce overhead: avoid generating LSPs unless
absolutely necessary. This can be done by usingvery longtimers,
often onthe order of hours, for the periodicgeneration of LSPs.

LSPs also carry a time to live. This is used to ensure that old link state information is eventually
removed from the network. A node always decrements the TTL of a newly received LSP before
floodingittoits neighbors.

When the TTL reaches 0, the node refloods the LSP with a TTL of O, which is interpreted by all the
nodesinthe network as a signal todelete that LSP.

ROUTE CALCULATION

Once a given node has a copy of the LSP from every other node, it is able to comp ute a complete
map for the topology of the network, and from this map it is able to decide the best route to each
destination.

= How doesitcalculate routesfromthisinformation?
Dijkstra’s shortest-path algorithm.

M= {s}
for each n in N-{s}
C(n) = 1(s.,n)
while (N != M)
M = M union {w} such that C(w) is the minimum
for all w in (N-M)
for each n in (N-M)
C(n) = MIN(C(n),C(w)+1(w,n))

Let

- N denotessetof nodesinthe graph

- L(1,j) denotes non-negative cost (weight) foredge (l,j)

- Sdenotesthe starting node (this node wherealgorithmis executed)
- Mdenotesthe setof nodesincorporated so far by the algorithm

- C(n)denotes costof the path froms to each noden
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e Link State info at node D

From\To A B C D
0 5 10 o0
5 0 3 11

10 3 0 2
o 11 2 0

o
|
O
OMNn W

starting node s=D — M={D}, N-M={A,B,C}

[ = 11 2 0] — select w=C; M={C,D}

interesting to deviate traffic via C?

[2+10 2+3 2 0] < N-M={A,B}

[ 12 5 2 0] — select w=B; M={B,C,D}

interesting to deviate traffic via B?

[5*5 5 2 O] < N-N={A} Resulting table of D

[ 10 5 2 0] — select w=A; N-M={@}

Dest | Cost | NextHop
A 10 C
B 5 C
C 2 C

1) Initializethe confirmed list with an entry for myself. This entry has a cost of 0.

2) Forthenodejustaddedto the confirmedlistinthe previousstep, call it node Nextand select
its LSP.

3) For each neighbor of next, calculate the cost to reach this neighbor as the sum of the cost
from myself to nextand from nextto neighbor.

a. Ifneighboriscurrently on neitherthe confirmed northe tentativelist,thenadd it to
the tentative list, where NextHop is the direction | go to reach next.

b. If neighbor is currently on the tentative list, and the cost is less than the currently
listed cost for neighbor, then replace the currententry. NextHop is the direction | go
to reach next

4) Ifthe tentative listisempty, stop. Otherwise, pick the entry from the tentative list with the
lowest cost, move itto the confirmed list, and returnto step 2.

= The link-state routing algorithm has been proven to stabilize
quickly, it does not generate much traffic, and it responds rapidly
to topology changes or node failures.

= On the downside, the amount of information stored at each
node can be quite large. Thisis one of the fundamental problems
of routing and is an instance of the more general problem of
scalability.

3.4 The metrics

= We previously assumed that link costs, or metrics, were known
when we execute the routingalgorithm. Inthis section, we look
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at some ways to calculate link costs that have proven effectivein
practice.

Ex: reasonable and very simple: assignacostof 1 to all links. The
least-costroute will then be the one with the fewest hops.
Drawbacks:

e A satellite link with 205-ms latency looks just as
attractive to the routing protocol as a terrestrial link
with 1-ms latency.

e ltdoesnotdistinguish betweenroutesonacapacity
basis, making a 9.6-kbps link look just as good as a
45-Mbps.

ARPANET
= Testing ground fora number of differentapproachesto link-cost calculation.

The original ARPANET routing metricmeasured the number of packets that were queued waiting to
be transmitted on each link, meaning that a link with 10 packets queued waiting to be transmitted
was assigned alargercost weightthan a link with 5 packets queued fortransmission.

= Using queue length as a routing metric did not work well,
however, since queue length is an artificial measure of load, it
moves packets toward the shortest queue ratherthan toward the
destination.
= The original ARPANET mechanism suffered from the fact that it
did not take either the bandwidth or the latency of the link into
consideration.
=>» New routing mechanism
Thissecond version of the ARPANET routing algorithm takes both link bandwidth and latency
into consideration and used delay, ratherthan just queue length, as a measure of load.

e Each incoming packet was timestamped with
itstime of arrival (ArrivalTime) at the router,
its departure time from the router was also
recorded (DepartTime)

e When the link-level ACK was received from
the otherside, the node computed the delay
for that packs as

Delay = (DepartTime —ArrivalTime) + TransmissionTime + Latency

If the ACK did not arrive, but instead the packet timed out, the DepartTime was rest to the
time the packet was retransmitted.

Improvementoverthe original mechanism butitalsohad a lot of problems.
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Unstable under heavy load: Under heavy load, a congested link
would startto advertise avery high cost. This caused all the trafficto
move off that link, leaving it idle. So then it would advertise a low
cost, thereby attracting back all the traffic,and soon.

Effect: many links would spend agreat deal of time beingidle.
Enormous range of possible values: Ex: a heavily loaded 9.6 kbps
link could look 127 times costlierthan alightly loaded 56-kbps link.

=>» Third approach: the revised ARPANET routing metric
The major changes were to compress the dynamic range of the metric considerably, to
account forthe link type, and to smooth the variation of the metricwith time.

The smoothing was achieved by several mechanisms
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The delay measurement was transformed to a link utilization, and

this number was averaged with the last reported utilization to

suppress sudden changes.

There was a hard limit on how much the metric could change from

one measurementcycle tothe next.

= By smoothing the changes in the cost, the likelihood that all
nodes would abandon aroute at once is greatly reduced.

The compression of the dynamic range was
achieved by feeding the measured utilization,
the link type, and the link speed into a
function thatisshown here.

GUE-kbps salaifla Ik ——

0.5 kbps trvasiral Ik - A highly loaded link never shows a

SE-ibps =l ink - ——-— . .

S cost of more than three times its cost
whenidle

- The most expensive linkis only seven
times the cost of the least expensive.
- A high-speed satellite link is more

100% attractive than a low-speed

terrestrial link.
- Cost is a function of link utilization
only at moderate to high loads.

Dynamically changing metrics are unstable. Static metrics seem often used in reality. One
common approach to setting metricsis to use a constant multiplied by (1/link_bandwidth).

4. Implementation and performance

4.1 Switch basics

= Switchesandrouters use similarimplementation techniques.
RMQ: the word switch will be used to cover both types of
devices, router and switches, since their internal designs are so
similar.
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This figure shows a processor with three

move data directly copied by the CP, this
- eaced F technique is called direct memory access
\ (DMA). Once the packet is in memory, the
CPU examinesits headerto determine which
interface the packetshould be sentouton.

It then uses DMA to move the packet out to the appropriate interface. This figure does not show the

packetgoingto the CPU because the CPU inspects only the header of the packet. It doesnot have to

i?’:ﬂ network interfaces used as a switch. The

- . Eﬁ figure shows a path that a packet might take

' fromthe timeitarrivesoninterface 1 until it

| is output on interface 2. We have assumed

g T{f _ here that the processor has a mechanism to
| becinces |

Main memary

read every byte of data in the packet.

The main problem with using a general purpose processor as a switch is that its performance is
limited by the fact that all packets must pass through a single point of contention. Ex: each packet
crossesthe I/O bus twice and is written to and read from main memory once.

The upper bound on aggregate throughput of such a device is, thus, either half the main memory
bandwidth or halfthe I/O bus bandwidth, whicheveris less.

Moreover, this upperbound also assumes that moving datais the only problem, afairapproximation
for long packets buta bad one when packets are short. In the latter case, the cost of processingeach
packet, parsingits headerand deciding which outputlink to transmitit on, is likely to dominate.

Exam: How could we improve the given structure? A good idea would be to put one bus for each
interface.

= Limited packets-per-second processing.
The CPU must be able to process all packets.

4.2 Ports

Contral
procesnor

Swiich
=1 fabnic

Ingeat
port

Most switcheslook conceptually similartothe one shown above. They consist of anumber of
input and output ports and a fabric. Usually, there is at least one control processor in charge
of the whole switch that communicates with the ports eitherdirectly or, asshown here, via
the switch fabric. The ports communicate with the outside world. They may contain fiber
optic receivers and lasers, buffers to hold packets that are waiting to be switched or
transmitted, and often a significant amount of other circuitry that enables the switch to
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function. The fabric as a simple job: when presented with a packet, deliver it to the right
output port.

One of the jobs of the ports is to deal with the complexity of the real world in such a way
that the fabriccan doits relatively simple job.

Ex: assume that this switchis supportinga virtual circuit model of communication. In general,
the virtual circuit mappingtables are located in the ports. The ports maintainlists of virtual
circuit identifiers that are currently in use, with information about what output a packet
should be sent out on for each VCI and how the VCI needs to be remapped to ensure
uniqueness on the outgoinglink.

= Fabrics that switch packets by looking only at the information in
the packet are referred to as self-routing, since they require no
external control to route packets.

= Anotherkey function of portsis buffering.

Buffering can happen in either the input or the

Part 1 output port. Itcan also happen withinthe fabric
(sometimes called internal buffering). Simple
=] = Port 2 input buffering has some serious limitations.
Swiich

Ex: Consideraninputbufferimplemented asa FIFO. As packets arrive at the switch, theyare placed
in the input buffer. The switch then tries to forward the packets at the front of each FIFO to their
appropriate output port. If the packets at the front of several differentinput portsare destined for
the same output port at the same time, then only one of them can be forwarded. The rest must stay
intheirinput buffers.

= Drawback: Those packets left at the front of the input buffer
prevent other packets further back in the buffer from getting a
chance to go to theirchosen outputs, eventhoughthere may be
no contention forthose outputs.
= head-of-line blocking.

Previous figure illustrates this phenomenon. We see a packet destined forport1 blocked behind a
packet contending for port 2. It can be shown that when traffic is uniformly distributed among
outputs, head-of-line blocking limits the throughput of an input-buffered switch to 59% of the
theoretical maximum. Thus, the majority of switches use either pure output buffering ora mixture of
internal and output buffering.
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Those that rely on input buffers use more advanced buffer
management schemes to avoid head-of-line blocking.

Buffers are the main source of delay in a switch, and also the
place where packets are most likely to getdropped due tolack of
space to store them.

The buffers are the main place where the quality of service
characteristics of a switch are determined.

A switch fabricshould be able to move packetsfrominput ports
to output ports with minimal delay and in a way that meets the
throughput goals of the switch.

The fabrics display some degree of parallelism. A high —
performance fabricwith n ports can often move one packetfrom
each of its n ports to one of the output ports at the same time.

1) Shared bus: type of fabric found in a
conventional processor used as a switch.
Because the bus bandwidth determines
the throughput of the switch, high-
performance switches usually have
specially designed busses ratherthan the
standard bussesfoundin PCs.

2) Shared Memory: packets are writteninto
a memory location by an input port and
then read from memory by the output
ports. A shared memory switchissimilar
in principle to the shared bus switch,
except it usually uses a specially
designed, high-speed memory bus rather
than an 1/Obus.

3) Crossbar: this switch is a matrix of

pathways that can be configured to
connect any input fort to any output
port.
Problem: they require each output port
to be able to accept packets from all
inputs at once, implying that each port
would have a memory bandwidth equal
to the total switch throughput.

4) Self-routing: this kind of fabricsrelies on
some information in the packet header
to direct each packet to its correct
output. Usually a special self-routing
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headerisappendedtothe packetby the
input port afterithas determinedwhich
output the packet needstogo to.

These are among the most scalable
approachesto fabricdesign.

Ex: Banyan network.

Many self-routing fabrics resemble the one
shown on this figure. It consists of regularly
interconnected 2x2 switching elements. These
switches perform a simple task. They look at 1
bitin eachself-routing headerand route packets
toward the upper output if it is zero or toward

the loveroutputifitis one. If two packetsarrive
at the banyan element at the same time and
both have the bit set to the same value, then
theywantto be routed to the same outputand a
111 collision will occur.

h_
,5‘"3
'u

= Either preventing or dealing with these collisions is a main
challenge forself-routing switch design.

On thisfigure we can see the self-routing header that contains the output port number encoded in
binary. The switch elements in the first column look at the most significant bit of the output port
numberand route packets to the topif that bitis0 or the bottomifitisa 1.

Switch elements in the second column look at the second bit in the header, and those in the last
columnlook at the least significant bit.

= One of the interesting things about switch design is the wide
range of different types of switches that can be built using the
same basictechnology.
Ex: Ethernet switches, ATM switches, and Internet routers, they
all have been built using designs such as those outlined in this
section.

4.4 Routerimplementation

Control
processor

Swinch
—=1 fabric
Input p—w Ourtpat

port port
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= The control processor is responsible for running the routing
protocols discussed previously, among other things, and
generally acts as the central point of control of the router.

= The switching fabric transfers packetsfromone portto another,
justas in a switch, andthe ports provide arange of functionality
to allow the routerto interface to links of various types.

=>» Afew pointsare worth notingabout routerdesign and how it differs from switch design.

Routers must be designed to handle variable-length packets.

Many high-performance routers are designed using a switching
fabric that is cell based. In such cases, the ports must be able to
convertvariable length packetsinto cells and back again.

= segmentation and re-assembly (SAR)

As a consequence of the variable length of IP datagrams, it can be
harder to characterize the performance of a router than a switch
that forwards only cells.

Routers can usually forward a certain number of packets per second,
and thisimpliesthatthe total throughputin bits persecond depends
on packetsize.

When it comes to the task of forwarding IP packets, routers can be
broadly characterized as having either a centralized or distributed
forwarding model.

o Centralized: the IP forwarding algorithm is done in a single
processing engine that handles the trafficfromall ports.

o Distributed: there are several processing engines, perhaps
one per port, or more often one per line car, where a line
card may serve one or more physical ports.

All things equal, a distributed forwarding model should be
able to forward more packets persecond through the router
as a whole, because there is more processing powerin total.
But a distributed model also complicates the software
architecture, because each forwarding enginetypically needs
itsown copy of the forwardingtable, and thusitis necessary
for the control processor to ensure that the forwarding
tables are updated consistentlyandin a timely manner.
Anotherdifferentaspectisthe IP forwardingalgorithm itself.
Network processor. It isintended to be a device thatisjustabout as
programmable as a standard PC processor, but that is more highly
optimized for networking tasks.
Ex: a network processor might have instructions that are particularly
well suited to performing lookups on IP addresses, or calculating
checksums on IP datagrams. Such devices could be used | routers
and othernetworking devices.
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CHAPTER 4: ADVANCED INTERNETWORKING

1. Introduction

2. Theglobal Internet

In previous chapter we dealt with the problem of heterogeneity.
The second critical problemininternetworkingisthe problem of
scale. To fully understand this problem, it is worth considering
the growth of the Internet, which has roughly doubled in size
each yearfor 30 years.

How to build a routing system that can handle hundreds of
thousands of networks and billions of end nodes?

Today’s Internet has hundreds of thousands of networks connected toit. Routing protocols such as

those we have just discussed do not scale to those kinds of numbers.

= What does the global Internet look like? It is not just a random

interconnection of Ethernets, butinsteadittakes ona shape that
reflects the fact that it interconnects many different
organizations.

"’Stanford NSFNET backbone ‘ﬂo

ELAF'.RNET
reglnnal

' MidNet

f’ Westnet regmnal
r&glcnal 5\

UA

1) One of the salient features of this
topology is that it consists of end-users
sites (Ex: Stanford University) that
connect to service provider (Ex:
BARRNET).

In 1990, many providers served alimited
geographic region and were thus known
as regional networks.

2) Each providerand end-useris likely to be
an administratively independent entity.
This has some significant consequences
on routing.
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o Different providers will have
different ideas about the best
routing protocol to use within
their networks and on how
metrics should be assigned to
linksintheirnetwork.

Because of this independence, each
provider's network is usually a single
autonomous system (AS).

= We needtodeal with two related scaling issues
o The scalability of routing. We need to find ways to
minimize the number of network numbers that get
carried around in routing protocols and stored in the
routing tables of routers.
o Address utilization: making sure that the IP address
space does not get consumed too quickly.

2.1 Routing Areas

= How can link-state routing protocols be used to partition a
routing domain into subdomains called areas?

An area is a set of routers that are administratively configured to exchange link-state
information with each other. There is one special area, the backbone area, also known as

area 0.
- - Routers R1, R2, R3 are members of
Area 1 e the backbone area. They are also
R& R7 Area 0
< members of at least one
S8 = € R1 =

=d=-y

nonbackbone area. R1 is actually a
memberofbothareal andarea 2. A
router that is a member of both the
backbone are and a nonbackbone
areaisan area borderrouter (ABR).

These are distinct from the routers
that are at the edge of an AS, which
are referredtoas AS borderrouter.

= Routing within a single area: All the routersinthe area send link-
state advertisementsto each otherandthus developacomplete

consistent map of the

area. However, the link-state

advertisements of routers that are not area border routers do

not leave the areain whichthey originated. This has the effect of

making the flooding and route calculation process considerably

more scalable.
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Ex: router R4 in area 3 will never see a link-state advertisement

fromrouter R8in areal. Asa consequence, itwillknownothing

aboutthe detailed topology of areas otherthanits own.

How, thendoesa routerin one area determine the right next hop
for a packet destined toa networkinanotherarea?

Imagine the path of a packet that has to travel form one

nonbackbone areatoanotheras beingsplitintothree parts.

1)

2)
3)

Firstit travels fromits source network to
the backbone area.

Thenit crosses the backbone.

Thenit travels from the backbone to the
destination network.

To make this work, the area border
routers summarize routing information
that they have learned from one area
and make it available in their
advertisementstootherareas.

Ex: Rlreceiveslink-state advertisemnets
from all the routers in area 1 and can
thus determine the cost of reaching any
networkinareal.

When R1 sends link-state advertisements
into area O, it advertises the costs of
reaching the networks in area 1 much as
if all those networks were directly
connectedtoR1. Thisenablesall the area
0 routers to learn the cost to rach all
networksinareal.

The area borderroutersthensummarize
thisinformation and advertiseitinot the
nonbackbone areas. Thus,a |l routers
lean how to reach all networks in the
domain.

In area 2, there are two ABRs. Therefore,
routers in area 2 will have to make a
choice as to which one they usetoreach
the backbone. Since both R1and R2 will
be advertising costs to various networks,
it will become clear which is the better
choice as the routers in area 2 run their
shortest-path algorithm.
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Ex: pretty clear that R1 is going to be a
better choice than R2 for destinations in
areal.

2.2 Interdomain Routing (BGP)

= Internet is organized as autonomous systems, each of which is
underthe control of a single administrative entity.

= The basic idea behind autonomous systems is to provide an
additional way to hierarchically aggregate routing informationin
a large internet, thusimproving scalability.

Routing problems
1) Withina single autonomous system
= Intradomain
2) Betweenautonomous systems
= Interdomain

In addition to improving scalability, the AS mode decouples the Intradomain routing that takes place
in one AS from that takin place in another. So, each AS can run whatever Intradomain routing
protocolsitchooses.

The Interdomain routing problem is one of having different ASs share reachability information,
descriptions of the set of IP addresses that can be reached viaa given AS, with each other.

CHALLENGES IN INTERDOMAIN ROUTING

The most important challenge of Interdomain routingtoday is the need foreach ASto determine its
own routing policies.

Ex: wheneverpossible, | prefertosendtrafficviaASX than viaAS Y, butl’lluse ASY if it is the only
path, and | neverwantto carry trafficfrom ASX to AS Y or vice versa.

The more autonomous systems | connect to, the more complex policies | might have, especially when
| consider backbone providers, who may interconnect with dozens of other providersand hundreds
of customers and have different economicarrangements with each one.

| needto be able toimplementsuch a policy without any help from otherautonomous systems, and
inthe face of possible misconfiguration or malicious behavior by otherautonomous systems.

There isalso often adesire to keep the policies private. Since the entitiesthatrunthe autonomous
systems, mostly ISPs, are often in competition with each other, they don’t want their economic
arrangements to be made public.

Two majorinterdomain routing protocolsinthe history of Internet
e Exterior Gateway Protocol (EGP)
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Limitations: it constrained the topology of the Internet rather
significantly. EGP was designed when the Internet had a treelike
topology and it did not allow for the topology to become more
general. In the simple treelike structure there is a single backbone,
and autonomous systems are connected only as parents and children
and notas peers.

e Border Gateway Protocol (BGP)
This one is often regarded as one of the more complex parts of the
Internet.
Unlike its predecessor EGP, BGP makes virtually no assumptions
about how autonomous systems are interconnected. They form an
arbitrary graph.
= General enough to accommodate non-tree-structured

internetworks.

"Larqe corporation D
{ “Consumer’ ISP

. f

Peering ('\,
point 1—’*

Backbone service provider = --t‘u Peering

o J_ — — — paint
{ “Consumer” ISP I -

A

77 Smal
\_ corporation

Today’s Internet consists of a richly interconnected set of
networks, mostly operated by private companies (ISPs) rather
than governments.

Many Internet Service Providers mainly exist to provide service to
“consumers”, while others offer something more like the old
backbone service, interconnecting other providers and
sometimes larger corporations.

Often many providersarrange tointerconnect with each other at
a single peering point.

Local traffic: Trafficthat originates at or terminates on nodes withinan AS.
Transit traffic: Traffic that passesthrough an AS.
We can classify autonomous systems into three broad types.

e Stub AS: an AS that has only a single connection to one other AS. This AS
will only carry local traffic.
Ex: small corporation (on the previous figure)

e Multihomed AS: AS that has connections to more than one other AS but
that refusesto carry transit traffic.
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Ex: large corporation

e Transit AS: AS that has connections to more than one other AS and that
isdesignedto carry both transit and local traffic.
Ex: the backbone providers

> Routing: finding optimal paths based on minimizing some sort of link metric.
» Interdomain routing:
o First, itis necessary to find some path to the intended destination that is
loopfree.
o Second, paths must be compliant with the policies of the various
autonomous systems along the path, and those policies migh be almost
arbitrarily complex.

Interdomain routing =hard!

e Matter of scale. An Internet backbone router must be able to
forward any packet destined anywhere in the Internet. That means
having a routing table that will provide a match for any valid IP
address.

Another challenge in Interdomain routing arises from the autonomous nature of the domains.
Interdomain routing advertises only reachability.

The concept of reachability is basically a statement that you can reach this network through this AS.
This means that for Interdomain routing to pick an optimal path is essentially impossible.

The autonomous nature of Interdomain raises issue of trust. = Provider A might be unwilling to
believe certain advertisements from provider B for fear that provider B will advertise erroneous
routinginformation.

Ex: trusting provider B when he advertises a great route to anywhere in the Internet can be a
disastrous choice if provider B turns out to have made a mistake configuring his routers or to have
insufficient capacity to carry the traffic.

BASICS OF BGP

Each AS has one or more border routers through which packets enter and leave the AS. A border
router is simply an IP router that is charged with the task of forwarding packets between
autonomous systems.

Each AS tat participatesin BGP must also have at least one BGP speaker, arouter that “speaks” BGP
to other BGP speakers in other autonomous systems. It is common to find that border routers are
also BGP speakers, butthat does not have to be the case.

BGP advertises complete paths as an enumerated list of autonomous systems to reach a particular
network. Hence, itis sometimes called a path-vector protocol. The advertisement of completepaths
isnecessarytoenable the sorts of policy decisions described aboveto be madein accordance with
the wishes of a particular AS.
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Assume that the providers are
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The backbone network, on receiving this advertisement, can advertise: “The networks 128.96,
192.4.153, 192.4.32, and 192.4.3 can be reached alongthe path<AS 1, AS2>. Similarly, it could

advertise, the networks 192.12.69, 192.4.54, and 192.4.23 can be reached along the path <AS 1, AS
3>,

Backbone network

(AS 1)

\\/Regional provider B

(AS 3)

= An important job of BGP is to prevent the establishment of

looping paths.
' "Eu-;mmt;r-;
T ..-/‘\LEQ 128
o (AS 2) T
- -_-_H_.// #"Customer Q
/ (AS 5)
Backbone network

\ (AS1) —

™,
(9]
2\
22
@/

\(/ Eustomer é
AST)

This figure differs from previous one, only in the addition of an
extra link between AS2 and AS3. But the effect now is that the
graph of autonomous systems hasaloopinit.

Suppose AS 1 learnsthatitcan reach network 128.96 through

AS 2, so it advertises this fact to AS 3, who in turn advertises it
back to AS 2. In the absence of anyloop prevention mechanism,
AS 2 could now decide that AS 3 was the preferred route for
packets destined for 128.96. If AS 2 starts sending packets
addressed to 128.96 to AS 3, AS 3would send themto AS1; AS 1
would send themback to AS 2; and they would loop forever. This
is prevented by carrying the complete AS path in the routing
messages. In this case, the advertisement for a path to 128.96
received by AS 2 from AS 3 would contain an AS path of <AS 3, AS
1, AS 2, AS 4>. AS 2 sees itself in this path, and thus concludes
that thisis not a useful pathforit to use.

= In order for this loop prevention technique to work, the AS
numbers carried in BGP clearly need to be unique.

102



2015-2016 Computernetwerken

Ysaline de Wouters

Ex: AS 2 can only recognize itself in the AS path in the above

example if noother ASidentifiesitself in the same way.

A given ASwill only advertise routes that it considers good enough foritself. That s, if
a BGP speakerhasa choice of several different routesto a destination, it willchoose
the best one according to its own local policies, and then that will be the route it
advertises. Moreover, a BGP speakerisundernoobligation toadvertise any route to

a destination, evenifithasone.

Given that links fail and policies change, BGP speakers need to be able to cancel
previously advertised paths. This is done with a form of negative advertisement,
known as a withdrawn route. Both positive and negative reachability information are

carriedin a BGP update message.

0

Withdrawn routes
length

Withdrawn routes
(variable)

Total path
attribute length

Path attributes
(variable)

Metwork layer
reachability info
(variable)

BGP is defined torun on top of TCP, the reliable transport protocol. Because BGP speakers cancount
on TCP to bereliable, this means thatanyinformation thathas beensentfrom one speaktoanother
doesnotneedto be sentagain. Thus, as longas nothing has changed, a BGP speakercansimply send

an occasional keep alive message that says: “I’mstill here and nothing has changed”.

COMMON AS RELATIONSHIPS AND POLICIES

Thisfigure represents the common relationships.
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Provider-Customer: Providers are in the business of connecting their
customers to the rest of the Internet. A customer might be a
corporation or it might be a smallerISP.

Policy: advertise all the routes | know about to my customer, and
advertise routes | learn from my customerto everyone.
Customer-Providers: the customer wants to get traffic directed to
him by his provider, and he wants to be able to send traffic to the
rest of the Internetthrough his provider.

Policy: advertise my own prefixes and routes learned from my
customers to my provider, advertise routes learned from my
provider to my customers, but don’t advertise routes learned from
one providertoanotherprovider.

Peer: symmetrical peering between autonomous systems. Two
providers who view themselves as equals usually peer so that they
can get access to each other’s customers without having to pay
anotherprovider.

Policy: Advertise routes learned from my customers to my peer.
Advertise routes learned from my peer to my customers, but don’t
advertise routes from my peertoany providerorvice versa.

= This figure brings back some structure to the apparently
unstructured Internet.

o Bottom: stub networks that are customers of one or
more providers

o Aswe move upthe hierarchy, we see providers who have
other providers astheir customers.

o Top: providers who have customers and peers but are
not customers of anyone.
= Tier-1providers.

INTEGREGATING INTERDOMAIN AND INTRADOMAIN ROUTING

= How do all the other routers in a domain get routing
information?

Stub AS that only connects to other autonomous systemsatasingle
point, the border router s clearly the only choice for all routes that
are outside the AS.

Such aroutercan injectadefaultroute into the Intradomainrouting
protocol. Indeed, this is a statement that any network that has not
been explicitly advertised in the Intradomain protocol is reachable
through the borderrouter.

Next step: have the border routers inject specific routes they have
learned from outside the AS.
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e Finallevel of complexity: comesin backbone networks, which learn
so much routinginformation from BGP that it becomes too costly to
injectitintothe Intradomain protocol.

Ex: if a border router wants to inject 10.000 prefixes that it learned
about from another AS, it will have to send very big link-state
packets to the other routers in that AS, and their shortest-path

calculations are goingto become very complex.

Tolfrom other autonomous

To/from other autonomous /
systems /

]
To/from other autonomous
systems

Three border routers: A, D, E. They speak eBGP
(exterior BGP) to otherautonomous systems and
learn how to reach various prefixes.

They communicate with other with the interior
routers B and C by building a mesh of iBGP
sessions amongall the routersinthe AS.

Ex: Router B. how does it build up its complete
view of how to forward packets to any prefix?
The upper left table below shows the
information that router B learns from its iBGP
sessions.

The top right table shows how to reach other
nodesinside the domain.

Ex: to reach router E, B needs to send packets
toward router C.

In the bottom table, B puts the whole picture together, combining the information about external
prefixeslearned fromiBGP with the information aboutinteriorroutesto the borderrouterslearned

fromthe IGP.

Ex: if a prefix like 18.0/16 is reachable via border router E, and the best interior path to Eis via C,
thenit follows thatany packet destined for 18.0/16 should be forwarded toward C.

= Anyrouterin the AS can build up a complete routingtable forany
prefix that is reachable via some border router of the AS.

P refix BGP Mext Hop Router IGP Path
18.0/16 E A A
12.5.5/24 A c C
128.34/16 D D C
128.69./16 A E c

BGP table for the AS IGP table for router B
Prefix IGP Path
18.016 c
12.5.5/24 A
128.34/16 c
128.69.16 A

Combined table for router B

105



2015-2016 Computernetwerken Ysaline de Wouters

2.3 1P Version6 (IPv6)

= New version of IP to deal with exhaustion of the IP address space.
CIDR helped considerably to contain the rate at which the
Internet address space is being consumed and also helped to
control the growth of routing table information ended in the
Internet’s routers. >< it is impossible to achieve 100% address
utilization efficiency. Therefore, the address space will be
exhausted well before the 4 billionth host is connected to the
Internet. = Bigger address space than that provided by 32 bits
will eventually be needed.

HISTORICAL PERSPECTIVE

Since the IP address is carried in the heard of every IP packet, increasing the size of the address
dictatesa change inthe packet header. This meansanew version of the Internet Protocol and, as a
consequence, aneedforanew software forevery hostand router inthe Internet.

= Effort to define a new version of IP is known as IP Next
Generation, or IPng.
= |Pv6

Wish listfor IPng

e Supportfor real-time services

e Security support

e Autoconfiguration: the ability of hosts to
automatically configure themselves with
such information astheirown IP address and
domain name.

e Enhanced routing functionality, including
support for mobile hosts.

In addition to this wish list, one absolutely non-negotiable feature for IPng was that there
must be a transition plan to move from the current version of IP (version 4) to the new
version. With the Internet being so large and having no centralized control, it would be
completely impossible to have a “flag day” on which everyone shut down their hosts and
routers and installed anew version of IP! = longtransition period in whichsome hosts and
routers will run IPv4only, some will run IPv4and IPv6, and some will run IPv6only.

ADDRESSES AND ROUTING

e |Pv6 provides a 128-bit address space,a s
opposed to the 32 b it version 4. So, while
version 4 can potentially address 4 billion
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nodes if address assignment efficiency
reaches 100%, IPv6 can address 3.4 x 1038
nodes, again assuminga 100% efficiency.

ADDRESS SPACE ALLOCATION

Drawing on the effectiveness of CIDR in PVv4, IPv6 addresses are also classless, but the
address space is still subdivided in various ways based on the leading bits.
Ratherthan specifying differentaddress classes, the leading bits specify different uses of the

IPv6 address.

Prefix

00...0 (128 bits)
00. .. 1 (128 bits)
1111 1111
1111 1110 10
Everything else

Use

Unspecified

Loopback

Multicast addresses

Link-local unicast

Global Unicast Addresses

ADDRESS NOTATION

The standard representationis x:x:x:x:x:x:x:x, where each “x” is a hexadecimal representation
of a 16-bit piece of the address.

A7C0:1234: 4422 :AC02:0022:1234: A456:0124

= Since there are a few special types of IPv6 addresses, there are

some special notations that may be helpful in certain
circumstances.

Ex: an address with a large number of contiguous 0s can be
written more compactly by omittingall the O fields.

T adn S Ta

F aTatalanNataiaiaPNatslala A - O - A rrlﬁlqg
hfuJ.deU.JJUL.JULL.UULJ.ULJJ.&&J?.L [

Becomes

A7C0: : AdGE: 0124

= This form of shorthand can only be used for one set of

contiguous Os inan address to avoid ambiguity;

GLOBAL UNICAST ADDRESSES

= Most importantsort of addressing that IPvé must provide is plain

old unicastaddressing. It must do thisina way that supports the
rapid rate of addition of new hosts to the Internet and that
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allows routing to be done in a scalable way as the number of
physical networksinthe Internet grows.

At the heart of IPv6 is the unicast address allocation plan that
determines how unicast addresses will be assigned to service
providers, autonomous systems, networks, hosts, and routers.

We may think of a non-transit AS as a subscriber, and of a transit
AS as a provider (direct >< indirect (= backbone networks)).

The goal of the IPv6 address allocation plan is to provide
aggregation of routing information to reduce the burden on
Intradomain routers.

Key idea: use an address prefix, a set of contiguous bits at the
most significant end of the address, to aggregate reachability
information to a large number of networks and even to a large
number of autonomous systems.

How to achieve this? Assign an address prefix toadirect provider
and then for that direct provider to assign longer prefixes that
begin with that prefix toits subscribers.

Drawback: if a site decides to change providers, it will need to
obtain a new address prefix and renumber all the nodes in the
site. This could be a colossal undertaking, enough to dissuade
most people from ever changing providers.

Does it make sense for hierarchical aggregation to take place at
other levelsinthe hierarchy? Ex: should all providers obtain their
address prefixes from within a prefix allocated to the backbone
to whichthey connect?

Given that most providers connect to multiple backbones, this
probably doesn’t make sense Also, since the number of providers
is much smaller than the number of sites, the benefits of
aggregatingat this level are much fewer.

One place where aggregation may make sense isatthe national
or continental level. Continental boundaries form natural
divisionsinthe Internet topology.
Ex: if all addressesin Europe had a common prefix, then a great
deal of aggregation could be done, and most routers in other
continents would only need one routing table entry for all
networks with the Europe prefix.
Providersin Europe would all select their prefixes suchthat they
began withthe European prefix.

3 m n 0 p 125-m—-n—o—p

010 | RegistrylD ProviderlD SubscriberlD SubnetlD | InterfacelD
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The RegistrylD might be an identifier to a European address
registry, with different IDs assigned to other continents or
countries.

One tricky situation could occur when a subscriber is connected
to more than one provider. Which prefix should the subsricher
use for hisor hersite?

Ex: suppose a subscriberis connected to two providers, X and Y.
If the subscriber takes his prefix from X, then Y has to advertise a
prefixthathas no relationship toits othersubscribersand that as
a consequence cannot be aggregated. If the subscribernumbers
part of his ASwith the prefix of X and part with the prefix of Y, he
runs the risk of having half his site become unreachable if the
connectiontoone providergoes down. One solution that works
fairly well if X and Y have a lot of subscribers in common is for
themto have three prefixes betweenthem:oneforsubscribers
of Xonly, one for subscribers of Y only, and one forthe sites that
are subscribers of both Xand Y.

The header format of IPv6 is simpler than IPv4. This is due to a
concerted effort to remove unnecessary functionality from the

protocol.
0 4 12 16 24 31
Version | TrafficClass ‘ FlowLabel
PayloadLen ‘ NextHeader HopLimit

SourceAddress

DestinationAddress

Mext header/data

AN A A /N

1) Version field: set to 6 for IPv6. Thisisin
the same place relative to the start of the
header as IPv4’s version field so that
header-processing software can
immediately decide which headerformat
to lookfor.

2) Traffic class and flow label fields both
relate to quality of service issues.
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Pay load Len field gives the length of the
packet, excluding the IPv6 header,
measured in bytes.

NextHeader field replaces both the IP
options and Protocol field of IPv4. If
there are no special headers, the
NextHeader field is the demux key
identifying the high-level protocol
running over IP. That is, it serves the
same purpose as the IPv4 Protocol field.
Fragmentation is now handled as an
optional header. This means that the
fragmentation related fields of IPv4 are
notincludedinthe IPv6header.
HopLimit isthe TTL of IPv4.

The bulk of the header is taken up with
the source and destination addresses,
each of which is 16 bytes (128 bits) long.
So, the IPv6 header is always 40 bytes
long.

Each option has its own type of extension header. The type of each extension header is
identified by the value of the NextHeader field in the header that precedes it, and each
extension header contains a NextHeader field to identify the headerfollowingit.

The last extension header will be followed by atransport-layerheader(TCP) andinthis case
the value of the NextHeaderfield is the same as the value of the Protocol field would be in

IPv4 header.

16

29

31

MextHzader

Resarved

Oiffset

RES

|[dent

AUTOCONFIGURATION

This header provides functionality
similar to the fragmentation fields in
IPv4, but it is only present if
fragmentationis necessary.

= One factor that has inhibited faster acceptance of the technology
is the fact that getting connected to the Internet has typically
required afairamount of system administration expertise.

Every host that is connected to the Internet needs to be

configured with a certain minimum amount of information, such

as a valid IP address, a subnet mask for the link to which it
attaches, and the address of a name server.

It has not been possible to unpack a new computer and connect
it to the Internet without some preconfiguration.
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= One goal of IPv6, is to provide support for autoconfiguration,

sometimesreferred to as plug-and-play operation.

IPv4: autoconfiguration is possible but it depends on the
existence of aserverthatis configuredto hand out addresses and
otherconfiguration information to DHCP clients.

><

IPv6: helps to provide a useful, new form of autoconfiguration
called stateless autoconfiguration, which does not require a
server.

IPv6 unicast addresses are hierarchical, and the least significant

portion is the interface ID. Thus, we can subdivide the

autoconfiguration probleminto two parts:

1) Obtainaninterface IDthatis unique onthelinkto which the
hostis attached.

2) Obtainthe correct address prefix forthis subnet.

ADVANCED ROUTING CAPABILITIES

Anotherof IPv6’s extension headeris the routing header. In the absence of this header, routing for

IPv6 differs very little from that of IPv4 under CIDR. The routing header contains a list of IPv6
addresses that represent nodes or topological areas that the packet should visit and route to its

destination.

A host could say that it wants some packets to go through a providerthatis cheap, othersthrough a
provider that provides high reliability, and still others through a provider that the host trusts to

provide security.

OTHER FEATURES

= To provide the ability to specify topological entities rather than

individual nodes, IPv6 defines an any cast address. An any cast
addressisassignedtoa set of interfaces, and packets sentto that
addresswill goto the “nearest” of those interfaces. The nearest
isdetermined by routing protocols.

IPv6 includesseveral additional features:

Security
Mobility

Main driverof IPv6: need forlargeraddresses.

3. Multicast
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= Multi-access networks like Ethernet implement multicast in
hardware. There are, however, applications thatneeda broader
multicasting capability that is effective at the scale of
internetworks.
Ex: whenaradiostationis broadcast overthe Internet, the same
data mustbe sentto all the hosts where a userhas tunedin that
station.

1) One-to-manycommunication
2) Many-to-many

= Normal IP communication in which each packet must be
addressed and sent to a single host, is not well suited to such
applications.
If an application has data to send to a group, it would have to
send a separate packet with the identical data to each member
of the group.
This redundancy consumes more bandwidth than necessary.
Besides, the redundant trafficis not distributed evenly but rather
is focused around the sending host, and may easily exceed the
capacity of the sending host and the nearby networks and
routers.

The basic IP multicast model is a many-to-many model based on
multicast groups, where each group has its own IP multicast
address. The hosts that are members of a group receive copies
of any packets entto that group’s multicast address.

A host can be in multiple groups, and it can joinand leave groups
freely by tellingits local routerusinga protocol.

o Unicast addresses: associate with a
node or an interface

o Multicast addresses: associate with
an abstract group, the membership
of which changes dynamically over
time.

Compared to using unicast IP to deliver the same packets to many
receivers, IP multicast is more scalable because it eliminates the
redundant traffic (packets) that would have been sent many times
overthe same links, especially those nearto the sending host.

= Many-to-many multicast has been supplemented with support
for a form of one-to-many multicast. This one is called source-
specificmulticast (SSM).
A receiving host specifies both a multicast group and a specific
sending host.
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A host signals its desire to join or leave a multicast group by
communicating with its local router using a special protocol for just
that purpose.

IPv4: that protocol is the Internet Group Management Protocol
(IGMP)

IPv6: itis multicast Listener discovery (MLD). The routerthenhasthe
responsibility for making multicast behave correctly with regard to
that host.

Because a host may fail to leave a multicast group whenitshould, the
router periodically polls the LAN to determine which groups are still
of interesttothe attached hosts.

3.1 MulticastAddresses

IP has a subrange of its address space reserved for multicast addresses. In IPv4, these
addresses are assigned in the class D address space, and IPv6 also has a portion of its address
space reserved for multicast group addresses. Some subranges of the multicast ranges are
reserved for Intradomain multicast, so they can be reuses independently by different
domains.

There are thus 28 bits of possible multicast address in IPv4 when we ignore the prefixes
shared by all multicast addresses.

3.2 MulticastRouting (DVMRP, PIM, MSDP)

To support multicast, a router must additionally have multicast forwarding tables that
indicate, based on multicast address, which links, possibly more than one, touse to forward
the multicast packet. Thus, where unicast forwarding tables collectively specify a set of
paths, multicast forwarding tables collectively specify a set of trees: multicast distribution
trees.

Moreover, to support Source-Specific Multicast, the multicast forwarding tables must
indicate which links to use based on the combination of multicastaddress and the IP address
of the source, again specifying asetof trees.

Multicast routing: process by which the multicast distribution trees are determined or, more
concretely, the process by which the multicast forwarding tables are built. A multicast
routing should not only work, it must also scale reasonably wellas the network grows, and it
mustaccommodate the autonomy of different routing domains.

DVMRP

Distance-vector routing can be extended to support multicast.
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= The resulting protocol is called Distance Vector Multicast Routing
Protocol, or DVMRP. This was the first multicast routing protocol
to see widespread use.
Extending the algorithm to support multicast is a two-stage
process.

1) Create a broadcast mechanism that
allows a packet to be forwardedtoall the
networks ontheinternet.

2) Refine this mechanism so that it prunes
back networks that do not have hosts
that belongtothe multicast group.

= DVMRP = flood-and-prune protocol.

Given a unicast routing table, each router knows that the current shortest path to a
given destination goes through NextHop. So, wheneverit receives a multicast packet
fromsource S, the router forwards the packet on all outgoinglinksifand only —if the
packetarrived overthe link thatis on the shortestpathto S.

= This strategy floods packets outward from S but does not loop
packets back towardS.

Two majorshortcomings

1) It truly floods the network. It has no
provision foravoiding LANs thathave no
membersinthe multicast group.

2) A given packet will be forwarded over a
LAN by each of the routers connected to
that LAN. This is due to the forwarding
strategy of flooding packets on all kinks
other than the one on which the packet
arrived, without regard to whether or
not those links are part of the shortest-
path tree rooted at the source.

Solution: eliminate the duplicate
broadcast packets that are generated
when more than one router is connected
to a given LAN. One way to do this isto
designate one router as the parent
router for each link, relative to the
source, where only the parent router is
allowed to forward multicast packets
from that source overthe LAN.

The router that has the shortest path to
source S is selected as the parent. A tie
between two routers would be broken
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according to which router has the
smallestaddress.

Reverse Path Broadcast (RPB). The path is reverse because
we are consideringthe shortest path toward the source when
making our forwarding decisions, as compared to unicast

routing, which looks for the shortest path to a given

destination.

= We want to prune the set of networks that receives ach packet
addressed to group G to exclude those that have no hosts that
are members of G. This can be accomplished in two stages.

1)

PIM-SM

PIM = Protocol Independent Multicast.

Recognize when a leaf network has no
group members.

Determining that a network is a leaf is
easy, if the parent router as described
above isonly routerin the network, then
the network is a leaf. Determining if any
group members reside onthe network is
accomplished by having each host that is
a member of group G periodically
announce thisfactover the network.
Propagate this “no members of Here”
information up the shortest-path tree.
This is done by having the router
augment the <Destination, Cost> pairs it
sends to its neighbors with the set of
groups for which the leaf network is
interested in receiving multicast packets.

PIM was developedinresponse to the scaling problems of earlier multicast routing protocols. It was

recognized that the existing protocols did not scale well in environments where a relatively small
proportion of routers want to receive trafficfora certain group.

Ex: broadcasting trafficto all routers until they explicitly ask to be removed fromthe distribution is

not a good design choice if most routers don’t want to receive the trafficin the first place.

1)

2)

Sparse mode: has become the dominant
multicast routing protocol.

Dense mode: uses a flood-and-prune
algorithm like DVMRP and suffers from
the same scalability problem.
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In PIM-SM, routers explicitly join the multicast distribution tree using PIM protocol messages
known as join messages. The contrast to DVMRP’s approach of creating a broadcast tree first
and then pruning the uninterested routers.

= Where to send those Join messages. After all, any host could
send to the multicast group.
To address this, PIM-SM assigns to each group a special router
known as the rendezvous point (RP). In general, a number of
routersina domain are configured to be candidate RP’s and PIM-
SM defines a set of procedures by which all the routers in a
domain can agree on the router to use as the RP for a given

group.

A multicast forwardingtree isbuiltasaresultof routerssending
joinmessagestothe RP. PIM-SM allows two types of trees to be

constructed:
e Sharedtree: may be usedbyall senders
e Source-specific tree: may be used only by a
specificsending host.
(@) RP () RP
3 >3
; \‘x\min J \
R3 C_" R2 ™~—____ R4 R3 \ Rz R4
== == == A == (==
23— &5 233 S
Join \
R R5| R _|rs
(c) RP (d) P

RP=Rendezvous point
——— Shared tree
———— Source-specific ree for source R1

a) Router R4 is sending a join to the rendezvous point for some
group. A join message clearly must pass trhough some sequence
of routers before reachingthe RP.

Each router along the path looks at the join and creates a
forwardingtable entry forthe shared tree, calleda(*, G), where
* meansall senders.
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b) As more routers send joins toward the RP, they cause new
branchesto be addedto the tree. In this case, the joinonly need
to travel to 2, which can add the new branch to the tree simply
by adding a new outgoinginterface tothe forwarding tableentry
created for this group. R2 needs not forward the Join on the RP.
The end result of this processisto buildatree whose root is the
RP.

c) In this figure we see a source-specific route from R1 to the RP

and a tree that is valid for all senders from the RP to the
receivers.
The next possible optimizationisto replace the sharedtree with
a source-specific tree. This is desirable because the path from
sender to receiver via the RP might be significantly longer than
the shortest possible path.

INTERDOMAIN MULTICAST (MSDP)

PIM-SM has some significant shortcomings when it comes to Interdomain multicast.

e Existence of a single RP for a group goes against the principle that
domains are autonomous. For a given multicast group, all the
participating domains would be dependent onthe domain where the
RP islocated.

e PIM-SM protocol is typically not used across domains, only within a
domain.

= To extend multicastacross domains using PIM-SM, the Multicast
Source Discovery Protocol (MSDP) was devised.
MSDP is used to connect different domains, each running PIM-
SM internally, with its own RPs by connecting the RPs of the
different domains.
Each RP has one or more MSDP peer RPs in other domains. Each
pair of MSDP peersisconnected by a TCP connectionoverwhich
the MSDP protocol runs. Together, all the MSDP peersfora given
multicast group form a loos mesh that is used as a broadcast
network. MSDP messages are broadcast through the mesh of
peerRPs usingthe Reverse Path Broadcast algorithm.

= What information does MSDP broadcast through the mesh of
RPs? Not group membership information. When a host joins a
group, the furthest thatinformation will flow isits own domain’s
RP. Instead, itis source, multicast sender, information.

SOURCE-SPECIFIC MULTICAST (PIM-SSM)
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The original service model of PIMwas a many-to-may model. Receivers joined agroup, and any host
could sendto the group.

= Was recommended to add a one-to-many model.
Once the need fora one-to-many service model was recognized,
it was decided to make the source-specific routing capability of
PIM-SM explicitly available to hosts.
It turns out that this mainly required changes to IGMP and its
IPv6 analog, MDL, rather than PIM itself.

= New capability =PIM-SSM.

New concept: the channel. This is the combination of asource addressS and a group address G. The
group address G looks just like anormal IP multicast address, and both IPv4 and IPv6 have allocated
subranges of the multicastaddress space for SSM.

Benefits:

e Multicaststravel more directly to receivers.

e Theaddress of a channelis effectively a multicast group address plus
a source address. Therefore, given that a certain range of multicast
group addresses will be used for SSMexclusively, multiple domains
can use the same multicast group address independently and
without conflict, aslongasthey use it only with sourcesin theirown
domains.

e Because onlythe specified source can send to an SSM group, there is
less risk of attacks based on malicious hosts overwhelming the
routers or receivers with bogus multicast traffic.

e PIM-SSM can be used across domains exactly asitisusedwitching a
domain, withoutreliance on anything like MSDP.

BIDIRECTIONAL TREES (BIDIR-PIM)

BIDR-PIMis a recentvariant of PIM-SM thatis well suited to many-to-
many multicasting within a domain, especially when senders and receivers to a group may be the
same, as ina multiparty videoconference.

As in PIM-SM, would-bereceivers join groups by sending IGMP Membership Report messages, and a
shared three rooted at an RP is used to forward multicast packets to receivers. However, unlike PIM -
SM, the sharedtree also has branches to the sources. That wouldn’t make any sense with PIM-SM’s
unidirectional tree, but BIDIR-PIM’s threes are bidirectional. A router that receives a multicast packet
froma downstream branch can forward itboth up the tree and down otherbranches.

A surprising aspect of BIDR-PIM is that there need not actually be an RP. All that is needed is a
routable address, which is known as an RP address even thoughitneed notbe the address of an RP
or anythingat all.

= How can thisbe?
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A joinfromareceiverisforwarded toward the RP address until it
reaches a router with an interface on the link where the RP
addresswould reside, where the join terminates.

@ R RS The upper figure shows a join from R2

~ RP Address's link (e £ . . . .

E’ & terminating at R5, and a join from R3
rd JN. N\ terminating at R6. The upstream forwardingof a
=3 S’B =3 multicast packet similarly flows toward the RP

i/ “‘-\\Join - Do address until it reaches a router with an
E‘;’-:g E‘fg E:.E interface on the link where the RP address

wouldreside. Butthen, the routerforwards the

SZ)  Reavesssink (52 multicast packet onto that link as the final step
- :E il of upstream forwarding, ensuring that all other

=== =< routerson that link receive the packet.
=3 : P

(b) R& R6

-

\
L h\— J_’,_ The second figure illustrates the flow of
3 == =5 multicast traffic originating at R1.

= Multicast is a difficult problem space in which to find optimal
solutions. You need to decide which criteria you wantto optimize
and whatsort of application you are trying to support before you
can make a choice of the “best” multicast mode for the task.

4. Multiprotocol label switching (MPLS)

MPLS combines some of the properties of virtual circuits with the flexibility and robustness of
datagrams.

1) MPLS is very much associate with the
Internet  Protocol’s datagram-based
architecture, it relies on IP addresses
and IP routing protocols to do its job.

2) On the other hand, MPLS-enabled
routers also forward packets by
examining relatively short, fixe-length
labels, and the labels have local scope,
justlikeina virtual circuit network.

= Whatis it good for?

1) To enable IP capabilities on devices that
do not have the capability to forward IP
datagrams inthe normal manner.

2) To forward IP packets along explicit
routes, pre-calculated routes that don’t

119



2015-2016 Computernetwerken Ysaline de Wouters

necessarily match those that normal IP
routing protocols would select.

3) To supportcertaintypesof virtual private
network services.

4.1 Destination-Based Forwarding

18.1.1/24

g " 18.3.3/24
18.1.1 0 18.1.1 1

18.3.3 0 18.3.3 0

Each of the two routers on the far right (R3 and R4) has one connected network, with
prefixes 18.1.1/24 and 28.3.3/24. The remaining routers R1 and R2 have routing tables that
indicate which outgoinginterface each router would use when forwarding packets to one of
those two networks.

When MPLS is enable on a router, the router allocates a label for each prefix in its running

table and advertises both the label and the prefix that it represents to its neighboring
routers.
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a)

b)

{a) R3

[Label=15, Pref=18.1.1] 18.1.W24

Ri — ——_R2 1
G_ el T,
- ra o R4
% E_ Ty P 18.3.324
Prafix nit Label Prefix Int AE;
18.1.1 ] 15 1B8.1.1 1

1833 |0 16 1833 |0

ib]
18.1.1724

= 18.3.3/24
-l
Prafic  Int. label Labedl Prefie  Int 1

Remate
1811 |0 |15 15] 1811 1

1833 [0 |16 16 1833 |0

i)

18.1.1/24
Rt
e
S
18.3.324
Reamois
Prefic  Imt. label  Lgbsl Prefic ot labe
18.1.1 0 |15 15 18.1.1 i |24

1833 | 0|16 16| 1833 |0

Router R2 has allocated the label value 15 for the prefix 188.1.1 and the label value 16 for
the prefix 18.3.3. These labels can be chosen at the convenience of the allocating router and
can be thought of as indices into the routing table. Afterallocating the labels, R2 advertises
the label bindingstoits neighbors. In this case, we see R2 advertisingabindingbetween the
label 15 and the prefix 18.1.1to R1.

We see anotherlabel advertisement fromrouter R3 to R2 for the prefix 18.1.1. and R2 places
the remote label thatitlearned from R3 in the appropriate place inits table.

Main idea: We replace the normal IP destination address lookup with a label lookup.
Although IP addresses are always the same length, IP prefixes are of variable length, and the
IP destination address lookup algorithm needs to find the longest match, the longest prefix
that matchesthe high orderbitsin the IP address of the packet being forwarded. By contrast,
the label forwarding mechanism just described is an exact match algorithm. Itis possible to
implementavery simple exact match algorithm. Forinstance, by usingthe labelas an index
intoan array where each elementinthe arrayisone line inthe forwardingtable.

We have justsaid that labels are attached to packets, but where exactly are they attached?
This depends on the type of link on which packets are carried.
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4) When IP packets are carried as complete
frames, as they are on most link types
including Ethernet and PPP, the label is
insertedasa “shim” betweenthe layer 2
headerandthe IP header.

(b) =Shim" header
{for PPP, Ethemet,| PPP header Label header Layer 3 header |
atc.)

5) If an ATM switch is to function as an
MPLS, then the label needs to be in a
place where the switch can use it, and
that meansitneedstobe inthe ATM cell
header, exactly where one would
normally find the virtual circuitidentifier
and virtual pathidentifier fields.

@AMl fore [ e Ve PTI |clP | HEC |  Data |
Label
= We can build a network that uses a mixture of conventional IP
routers, label edge routers, and ATM switches functioning as
LSRs, and they would all use the same routing protocols.
) Ri _Re Set of routers interconnected by virtual
il — Ty P . . . .
- t% circuits over an ATM network, a configuration
T T e called an overlay network. At one point in
NS N -l Sz time, networks of this type were often built
R2 213 — 1 because commercially available ATMswitche s

@-'9 .‘T‘H?{;IF? supported higher total throughput than

routers. Today, networks like this are less
- : common because routers have caught up with
@ @ and evensurpassed ATM switches.

The ATM switches have been replaced with
LSRs. There are no longer virtual circuits
interconnecting the routers. Thus, R1 has only
one adjacency, with LSR1. In large networks,
running PLS on the switches leads to a
significant reduction in the number of
adjacenciesthat each router must maintainand
can greatly reduce the amount of work that the

routers have to do to keep each otherinformed
of topology changes.
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By running the same routing protocols on edge routers and on the LSRs, an additional benefitis that
the edge routers now have a full view of the topology of the network. This means thatif some link or
node failsinside the network, the edge routers will have abetter chance of pickinga good new path
than ifthe ATM switches rerouted the affected VCs without the knowledge of the edge routers.

4.2 Explicitrouting

Fish network

Suppose thatthe operator of the network has determined that any trafficflowingfromR1 to
R7 should follow the path R1-R3-R6-R7 and thatany trafficgoing from R2 to R7 should follow
the path R2-R3-R4-R5-R7. One reason for such a choice would be to make good use of the
capacity available alongthe two distinct paths from R3 to R7.

We can think of the R1-to-R7 trafficas constituting one forwarding equivalence class, and the
R2-to-R7 trafficconstitutes asecond FEC.

Because MPLS uses label swapping to forward packets, it is easy enough to achieve the
desiredroutingif the routers are MPLS enabled. If R1and R2 attach distinct labels to packets
before sending them to R3, thus identifying them as being in different FECs, then R3 ca,
forward packets from R1 and R2 along different paths.
= How do all the routers in the network agree on what labels to
use and how to forward packets with particular labels? >
Resource Reservation Protocol (RSVP).

One of the applications of explicit routing is traffic engineering, which refers to the task of
ensuring that sufficientresources are available inanetwork to meetthe demands placed on
it. Controlling exactly which paths the traffic flows on is an important part of traffic
engineering. Explicit routing can also help to make networks more resilient in the face of
failure, using a capability called fast reroute.

Finally, explicit routes need not be calculated by anetwork operatoras in the above example.
Routers can use various algorithms to calculate explicit routes automatically. The most
common of these is constrained shortest path first (CSPF), which is like the link-state
algorithms. It also takes various constraintsinto account.

4.3 Virtual Private Networks and Tunnels
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ATM cells arrive

G-

Tunneled data
tunnel at hesd amrives St tai

We previously talked about virtual private networks (VPNs). We noted that one way to build
them was using tunnels. It turns out that MPLS can be thought of as a way to build tunnels,
and this makes it suitable forbuilding VPNs of various types.

The simplest form of MPLS VPN to understand is a layer 2 VPN. In this type of VPN, MPLS is
usedto tunnel layer2data across a network of MPLS-enabled routers.
One reason for tunnels is to provide some sort of network service that is not supported by
some routersinthe network.
IP routers are not ATM switches so you cannot provide an ATM virtual circuit service across a
network of conventional routers. However, if you had a pair of routersinterconnected by a
tunnel, they could send ATMcells across the tunnel and emulate an ATM circuit.
= pseudo wire emulation
= How are IP tunnels built?
The router at the entrance of the tunnel wraps the data to be
tunneled in an IP header (the tunnel header), which represent
the address of the router at the far end of the tunnel and sends
the data like any other IP packet. The receiving router receives
the packet with its own address in the header, strips the tunnel
header and finds the data that was tunneled, which it then
processes.

An MPLS tunnelis nottoo differentfrom an IP tunnel, except that

the tunnel header consists of an MPLS header rather than an IP
header.

= How wouldan ATM cell be forwarded?

1 ATI".-'I calls amive

Head

‘S% gg_gg 37-

2. Demux label added

6. ATM calls sent

- [TL]TOLTI09] 5 Demux labed examined
3 Tunnel Iabel added 4. Packst forwarded 1o tal
TL [ DLT0] |

1) An ATM cells arrives on the designated
input port with the appropriate VCl value
(here:101).
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5. Routing among mobile devices

2)

3)

4)

5)

6)

The head router attaches the
demultiplexing label that identifies the
emulatedcircuit.

The head router then attaches a second
label, which is the tunnel label that will
getthe packetto the tail router.

Routers between the head and tail
forward the packet usingonly the tunnel
label.

The tail router removesthe tunnellabel,
finds the demultiplexing label and
recognizes the emulated circuit.

The tail router modifies the ATM VCI to
the correct value and sends it out the
correct port.

The packet has two labels attached to it.
Labels may be stacked on a packetto any
depth.

= Mobile devices present some challenges for the Internet

architecture. The Internet was designed in an era when
computerswere large, immobile devices, and while the Internet’s

designers probably had some notion that mobile devices might

appearin the future, it’s fairtoassume it was not a top priority to
accommodate them.

= Today, mobile computers are everywhere, in the forms of laptops
and IP-enabled mobile phones, and increasingly in other forms

such as sensors.

5.1 Challenges for Mobile Networking

One key enablingtechnology that made the hotspotfeasible is DHCP. Youcan settle in at a
café, open your laptop, obtain an IP address for your laptop, and get your laptop talking to

defaultrouterand a Domain Name System (DNS).

When you move from one access network to another, you needto geta new IP address. One
that corresponds to the new network. But the computer or telephone at the other end of
your conversation does notimmediately know whereyou have moved orwhat your new IP
addressis. Consequently, in the absence of some other mechanism, packets would continue
to be sentto the address where you used to be, not where you are now.
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As the mobile node moves from the
802.11 network to the cellular network in
(b), somehow packets from the
correspondent node need to find their
way to the new network and then on to
the mobile node.

There are many different ways to tackle
the problemjustdescribed.

Assumingthatthere is some way to redirect packets so that they come to your new address
rather than your old address, the nextimmediately apparent problems relate to security.

= The IP addresses actually serve two tasks.

1)

2)

They are used as an identifier of an
endpoint. We should think of itas a long-
lived name forthe endpoint.

They are used to locate the endpoint.
This is more temporary information
about how to rout e packets to the
endpoint.

As longas devices do not move, ordo not move often, usingasingle address
for both jobs seem pretty reasonable. But once devices start to move, you
would ratherlike to have an identifier that does not change as you move.

= endpointidentifier or host identifier + separate locator

The separatinglocators fromidentifiers has been around foralongtime, and
most of the approaches to handling mobility described below provide such a

separationinsome form.

While we are all familiarwith endpoints that move, itis worth noting that routers can also move. This

is certainly less common today than endpoint mobility, but there are plenty of environments wherea

mobile router might make sense.

As with many technologies, supportfor mobilityraisesissues of incremental deployment. Given that,

for its first couple of decades, the Internet consisted entirely of nodes that didn’t move, it’s fair to
assume thatthere will be a lot of routers and hosts around forthe foreseeablefuture that make that

assumption.

= Mobility solutions need to deal with incremental deployment.
Conversely, IP version 6 had the ability to make mobility part of

its design from the outset, which provides it with some

advantages.

5.2 Routing to Mobile Hosts (Mobile IP)

The mobile hostisassumedto have a permanent IP address, called itshome address, which
has a network prefix equalto that of its home network. Thisis the address thatwill be used

126



2015-2016 Computernetwerken Ysaline de Wouters

by other hots when they initially send packets to the mobile host. Because it does not
change, it can be used by long-lived applications as the host roams. We can think of this as
the long-lived identifier of the host.

When the host moves to a new foreign network away from its home network, it typically
acquires a new address on that network using some means such as DHCP. This address is
goingto change everytime the host roamsto a new network, so we can think of this as being
more like the locator for the host, but it is important to note that the host does not lose its
permanenthome address whenitacquires anew address on the foreign network. Thishome
addressis critical to its ability to sustain communications as it moves.

While the majority of routers remain unchanged, mobility supportdoes require some new
functionalityin atleast one router, known as the home agent of the mobile node. Thisrouter
is located on the home network of the mobile host. In some cases, a second router with
enhanced functionality, the foreign agent, is also required. This router is located on a
network to which the mobile node attachesitself whenitis away fromitshome network.

Both home and foreign agents periodically announce their presence on the networks to
which they are attached using agent advertisement messages. Amobile host may alsosolicit
an advertisementwhen it attaches to a new network. The advertisement by the home agent
enablesamobile hosttolearnthe address of its home agent before itleavesits home net-
work. Whenthe mobile host attaches to a foreign network, it hears an advertisementfrom a
foreign agent and registers with the agent, providing the address of its home agent. The
foreign agentthen contacts the home agent, providing a care-of address. Thisisusually the
IP address of the foreign agent.
At this point, we can see that any host that tries to send a packet to the mobile host will send
it with a destination address equal to the home address of that node. Normal IPforwarding
will cause that packetto arrive on the home network of the mobile node on whichthe home
agentis sitting. Thus, we can divide the problem of delivering the packetto the mobile node
intothree part
1) How does the home agent intercept a
packet that is destined for the mobile
node?
2) How does the home agent then deliver
the packetto the foreign agent?
3) How does the foreign agent deliver the
packetto the mobile node?

- Sending host
|
Home agent Foreign agent
[18.5.0@ (12.0.0.6)
= Internetwork A —
N - |
Home network Mobile host
(network 18) (18.5.0.9)
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ROUTE OPTIMIZATION IN MOBILE IP

MOBILITY IN IPv6

= Drawback to the above approach. The route from the
correspondent node to the mobile node can be significantly
suboptimal. One of the most extreme examplesis when a mobile
node and the correspondent node are on the same network, but
the home network for the mobile node is on the far side of the
internet. The sending correspondent node addresses all packets
to the home network. They traverse the Internet to reach the
home agent. It would clearly be nice if the correspondent node
could find out that the mobile node is actually on the same
networkand deliverthe packetdirectly.
In the more general case, the goal isto deliver packets as directly
as possible from correspondent node to mobile node without
passingthrough a home agent.
= triangle routing problem.

Basicidea: Let the correspondent node know the care-of-address
of the mobile node. The correspondent node canthencreate its
own tunnel to the foreign agent. This is treated as an
optimization of the process just described.

Problem: the binding cache may become out-of-date if the
mobile host moves to a new network. If an out-of-date cache
entryisused, the foreign agent will receive tunneled packets for
a mobile node that is no long registered on its network. In this
case, it sends a binding warning message back tothe sendto tell
it to stop usingthis cache entry.

Since all IPv6-capable hosts can acquire an address whenever they
are attached to a foreign network, Mobile IPv6 does away with the
foreign agent and includes the necessary capabilities to act as a
foreignagentinevery host.

Inclusion of aflexible set of extension headers. Ratherthan tunneling
a packetto the mobile node atits care-of address, anIPv6é node can
send an IP packet to the care-of address with the home address
containedina routing header.

Many open issues remain in mobile networking! Managing the
powerconsumption of mobiledevicesisincreasinglyimportant, so
that smallerdevices with limited battery power can be built.
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CHAPTER 5: END-TO-END PROTOCOLS

= Turn host-to-host packet delivery service into a process-to-
process communication channel. This is the role played by the
transport level of the network architecture, which, because it
supports communication between application programs running
inend nodes, is sometimes called the end-to-end protocol.

Common end-to-end services
The followinglistitemizes some of the common propertiesthat a
transport protocol can be expectedto provide

1) Message delivery

2) Deliversmessagesinthe same orderthey
are sent

3) Delivers at most one copy of each
message

4) Supportsarbitrarily large messages

5) Supports synchronization between the
senderandthereceiver

6) Allowsthereceivertoapplyflow control
to thesender

7) Supports multiple application processes
on each host.

Underlying best-effort network
8) Drop messages
9) Re-orders messages
10) Delivers duplicate copies of a given

message

11) Limits messagestosome finite size

12) Delivers messages after an arbitrarily
longdelay.

1. Simple demultiplexer (UDP)

The simples possible transport protocol is one that extends the host-to-host delivery service
of the underlying network into a process-to-process communication service.

13) There are likely to be many processes
running on any given host, so the
protocol needs to add a level of
demultiplexing,  thereby allowing
multiple application processes on each
host to share the network.
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14) The transport protocol adds no other
functionality to the best-effort service
provided by the underlying network.

Ex: Internet’s User Datagram Protocol

Issue:form of the address used to identify the target process. Althoughitis possible for processes to
directly identify each other with an OS-assigned process id, such an approach is only practical in a
closed distributed systemin which asingle OS runs on all hosts and assigns each process a unique ID.

A more common approach, and the one used by UDP, is for processes to indirectly identify each
otherusingan abstract locater, usually called a port. The basicideais fora source process to send a
message to a port and for the destination process to receive the messagefroma port.

The header for an end-to-end protocol that implements this demultiplexing function typically
contains an identifier (port) for both the sender and the receiver (source and destination) of the
message.

Ex: the UDP headeris giveninthe above figure.

Q 16 31

SrcPort DsiPort

Length Checksum

Data
P AN e A

15) No flow control to telle the sender to
slow donw.
o Ifqueuefull:discard message
o If queue empty: receiving
process blocks
16) Checksum: UDP ensures the correctness
of the message by the use of a checksum.
o Optional in IPv4 (mandatory in
IPv6)
o Computedon UDP header+data
+ pseudo header
Pseudo header = IP protocol
number + source IP address +
destination IP address + UDP
length.

Issue: how does a process learn the port for the process to which it wants to send a message.
Typically, a client process initiates a message exchange with a server process. Once a client has
contacted a server, the serverknows the client’s portand can reply toit. The real problem, therefore
is how the client learns the serve’s port in the first place. A common approach is for the server to
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accept messages ata well-known port. Thatis, each serve receivesits messagesat some fixed port

thatiswidely published.

[ appicaton | [ apoicaton | [ appication
process [IDCEEs process
| | |
Quaues
= -
Packets e '/T—|
DML uF|E:‘E‘: s

Packals armve

2. Reliablebyte stream (TCP)

2.1 End-to-End issues

= A more sophisticated transport protocol is one that offers a

=

reliable, connection-oriented byte-streamservice.

The Internet’s Transmission Control Protocol is probably the
most widely used protocol of this type. It is also the most
carefully tuned.

TCP is a full-duplex protocol, meaningthateach TCP connection
supports a pair of by streams, one flowing in each direction. It
also includes a flow-control mechanism for each of this byte
streams that allows the receiver to limit how much data the
sendercantransmitat a giventime.

Like UDP, TCP supports a demultiplexing mechanism thatallows
multiple application programs on any given host to
simultaneously carry on a conversation with their peers.

TCP also implements a highly tuned congestion-control
mechanism. The idea of this mechanism is to throttle how fast
TCP sends data, not for the sake of keeping the senderfrom over-
running the receiver, but so as to keep the sender from
overloadingthe network.

At the heartof TCP isthe slidingwindow algorithm. Eventhough
this is the same basic algorithm as the one we discussed in the
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second chapter, there are many important differences since TCP
runs overthe Internetratherthan a point-to-pointlink.

e TCP supportslogical connections between processes that
are running on any two computers in the Internet. This
means that TCP needs an explicit connection
establishment phase during which the two sides of the
connection agree to exchange data with each other.
>< the slidingwindowalgorithm seen earlierruns over a
single physical link.

e Whereas a single physical link that always connects the
same two computers has a fixed round-trip time (RTT),
TCP connections are likely to have widelydifferent round-
trip times.

e Packets maybe reordered asthey crossthe Internet, but
thisis not possible on a point-to-pointlink where the first
packet put into one end of the link must be the first to
appear at the otherend.

How far out can order packets get. How late can a packet
arrive at the destination?

e The computers connected to a point-to-point kink are
generally engineered to supportthe link.

e Because the transmitting side of adirectly connected link
cannot send any faster than the bandwidth of the link
allows, and only one hostis pumpingdataintothe link, it
isnot possible to unknowingly congestthe link.

e The load on the link is visible in the form of a queue of
packets at the sender.

2.2 SegmentFormat

T

V. ™ S BN
W fppllcatlun prncesi P, -\_fppllcatlon prncesi Y,
1 ]
L Twrite CIRead
: bytes : bytes
1 1
TCP TCP
Send buffer
| Segment | | Segment || Segment I

Transmit segments

TCP is a byte-oriented protocol, which measns that the sender wirtes bytes into a TCP
connectionandthe receiverreads bytes out of the TCP connection.

Although “byte stream” describes the service TCP offers to application processes, TCP does
not, itself, transmit individual bytes over the Internet. Instead, TCP on the source host
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buffers enough bytes from the sending process to fill a reasonably sized packet and then
sends this packet to its peer on the destination host. TCP on the destination host then
empties the contents of the packet into a receive buffer, and the receiving process reads

fromthis bufferatits leisure.

The packets exchanged between TCP peers in the given figure are called segments, since
each one carries a segment of the byte stream.
Tuple <SrcPort, SrcIPAddr, DstPort, DstIPAddr>identifies connection.

Acknowledgment, SequenceNum, and AdvertisedWindow fields are all involved in TCP’s

slidingwindow algorithm.

Because TCP is a byte-oriented protocol, each byte of
data has a sequence number. The SequenceNum field
contains the sequence number for the first byte of data
carried in thatsegment.
The Acknowledgment and AdvertisedWindow fields
carry information about the flow of data going in the
otherdirection. Tosimplifyourdiscussion, we ignore the
fact that data can flow in both directions, and we
concentrate on data that has a particular SequenceNum
flowing in one direction and Acknowledgment and
AdvertisedWindow values flowing in the opposite
direction.
Flags
o SYN: establish connection
o FIN:terminate connection
o ACK:ack fieldisvalid
o URG: segment starts with UrgPtr bytes of urgent
data
PUSH: data must be pushedtoreceiving process
RESET: sender has become confused and aborts
connection
Checksum: computed on TCP header + TCP data + IP
pseudo header.

4 10 16 3

SrcPort | DstPort

SequenceNum

Acknowledgment

HdrLen

[i] ‘ Flags AdvertisedWindow

Checksum UrgPtr

Options (variable)

C

Data

N

_:;/F“—-J'W\\/"m_w—“‘ﬁw/\__—_-l
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2.3 Connection Establishmentand Termination

A TCP connection begins with a client (caller) doing an
active o a server (callee).

Assuming that the server had earlier done a passive
open, the two sides engage in an exchange of messages
to establish the connection.

A party wanting to initiate a connection performs an
active open, while a party willingto accepta connection
doesa passive open.

After this connection establishment phase is over, the
two sides begin sending data. Likewise, as soon as a
participantis done sendingdata, it closes one direction of
the connection, which causes TCP to initiate a round of
connection termination messages.

= Connection setup is an asymmetric activity (one side does a
passive open and the other side does an active open) ><
connection teardown is symmetric (each side has to close the
connectionindependently).

THREE-WAY HANDSHAKE

Active participant Passive paricipant
(client) (server)

= Two parties want to agree on a set of parameters, which, in the
case of opening a TCP connection, are the starting sequence
numbers the two sides plan to use for their respective byte

stream.

1) Theclientsendsasegmenttotheserver
stating the initial sequence number it
plansto use.

Flags = SYN, SequenceNum =x

2) The server then responds with a single
segment that both acknowledges the
client’s sequence number (Flags = ACK,
Ack = x +1) and states its own beginning
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sequence
SequenceNum=y).

3) Theclientrespondswithathird segment
that acknowledges the server’s sequence
number (Flags = ACK, Ack=y +1)

= Thereasonwhy each side acknowledges asequence number that
isone larger thanthe one sentis hat the Acknowledgementfield
actually identifies the “nextsequence numberexpected”.

= Atimerisscheduledforeachofthefirsttwosegments, andif the

expected response is notreceived the segmentis retransmitted.

CONNECTION TERMINATION

Both sides of the connection must be closed independently. If
one side closes the connection, it canstill receivedata (simple).

STATE-TRANSITION DIAGRAM

= TCP is complex enough that its specification includes a state-

transition diagram.

cLoseD [T This diagram shows only the states involved in
T Active open/SYN H H
passve open| | iose m\\ openinga connection (above ESTABLISHED) and
lose \

in closing a connection (below ESTABLISHED).

usten | Vo Everything that goes on while a connection is
SYNJSYN%K}/ \SMSW '| l open, that is, the operation of the sliding

|« SYN/SYN+ACK —— o]

SYN_RCVD II — SYN_SENT

ack N /7 "SYN+ ACKIACK state.

CloselFIN_/  \_ FINIACK

-

FINAGK
Jo, \

FIN_WAIT_1

CloselFIN

ACK
CK Timeout after two ACK

|
\ segment

\
.

FINFACK
TIME_WAIT

Two kinds of events triggerastate transition:

1) Asegmentarrivesfromthe peer.

window algorithm, is hidden in the established

CloselEIN vt Each circle denotes a stat that one end of a TCP
connectioncanfinditselfin.

All connections startinthe CLOSED state. As the

connection progresses, the connection moves

from state to state according to the arcs. Each

>
-_FIN WAIT_2 4 _CLOSING _LAST . X
T { *A ¥ arc is labeled with a tag of the form
CLOSED I eve nt/aCt| on.

2) Thelocal application processinvokes an operation on TCP.

Typical transitions taken through the diagram:

e When opening a connection, the server first invokes a
passive open operation on TCP, which causes TCP to
move to the LISTEN state. At some later time, the client
does an active open, which causes its end of the
connection to send a SYN segment to the server and to
move to the SYN_SENT state.
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e Whenthe SYN segmentarrives atthe server,itmoves to
the SYN RCVD state and responds with a SYN+ACK
segment. The arrival of thissegment causes the client to
move to the ESTABLISHED state and to send an ACK back

to the server.

e When this ACK arrives, the server finally moves to the
ESTABLISHED state. In other words, we have just traced
the three-way handshake.

= There are three thins to notice about the connection
establishment half of the state-transition diagram

1)

2)

3)

If the client’s ACK to the server is lost,
corresponding to the third leg of the
three-way handshake, then the
connection still functions correctly.
There is a funny transition out of the
LISTEN state whenever the local process
invokesasendoperationonTCP.

Most of the statesthat involve sending a
segment to the other side also schedule
a timeout that eventually causes the
segment to be present if the expected
response does not happen.

When terminating a connection, the importantthingtokeep
in mind is that the application process on both sides of the
connection must independently close its half of the

connection.

4)

2.4 Sliding Window Revisited

If only one side closes the connection,
then this means it has no more data to
send, but it is still available to receive
data from others. = complicates the
state-transition diagram because it must
account for the possibility that the two
sides invoke the close operator at the
same time, as well as the possibility that
first one side invokes close and then, at
some later time, the other side invokes
close.

The TCP’s variant of the sliding window algorithm serves several purposes.

5)
6)

Guaranteesthe reliable delivery of data
Ensuresthat data isdeliveredinorder
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7)

8)

9)
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Enforces flow control between the
senderandthe receiver.

TCP on the sending side maintains asend
buffer. This buffer is used to store data
that has been sent but not yet
acknowledged, as well as data that has
been written by the sending application
but nottransmitted.

Three pointers are maintained into the
send buffer, each with an obvious
meaning: LastByteAcked, LastByteSent,
and LastByteWritten.

LastByteAcked < LastByteSent

since the receiver cannot have
acknowledged a byte that has not yet
beensent, and

LastByteSent <LastByteWritten

since TCP cannot send a byte that the
application process has not yet written.
Bufferbytes between LastByteAcked and
LastByteWritten.

On the receiving side, TCP maintains a
receive buffer. This buffer holds data that
arrives out of order, as well as data that
is in the correct order but that the
application process has not yet had the
chance to read.

LastByteRead, NextByteExpected, and
LastByteRcvd. The inequalities are alittle
less intuitive, however, because of the
problem of out-of-order delivery.
LastByteRead < NextByteExpected

is true because a byte cannot be read by

the application until itis received

137



2015-2016

FLOW CONTROL

Computernetwerken Ysaline de Wouters

and all preceding bytes have also been
received. NextByteExpected points to the
byte immediately afterthe latest byte to
meetthis criterion. Second,
NextByteExpected < LastByteRcvd+1
since, if data has arrived in order,
NextByteExpected points to the byte
after LastByteRcvd, whereas if data has
arrived out of order, then
NextByteExpected points to the start of
the firstgap in the data.

Buffer bytes between LastByteRead and
LastByteRcvd.

= The sending and receiving application processes are filling and

emptyingtheirlocal buffer, respectively.

We reintroduce the factthat both buffers are of some finite size,
denoted MaxSendBuffer and MaxRcvBuffer, although we don’t
worry about the details of how they are implemented. In other
words, we are only interested in the number of bytes being
buffered, notin where those bytes are actually stored. Recall that
in a sliding window protocol, the size of the window sets the
amount of data that can be sent without waiting for
acknowledgment fromthe receiver. Thus, the receiver throttles
the sender by advertising a window that is no larger than the
amount of data that itcan buffer.

e TCP on the receive side must keep
LastByteRcvd-LastByteRead < MaxRcvBuffer to avoid
overflowing its buffer. It therefore advertises a window
size of AdvertisedWindow =
MaxRcvBuffer—((NextByteExpected-1) -LastByteRead)
which represents the amount of free space remaining in
its buffer.

e Asdata arrives, the receiveracknowledgesitaslongas all
the preceding bytes have also arrived. In addition,
LastByteRcvd moves to the right (is incremented),
meaningthatthe advertised window potentially shrinks.
Whether or not it shrinks depends on how fast the local
application processis consumingdata. If the local process
is reading data just as fast as it arrives (causing
LastByteRead to be incremented at the same rate as
LastByteRcvd), then the advertised window stays open
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PROTECTING AGAINST WRAPAROUND

(i.e., AdvertisedWindow = MaxRcvBuffer). If, however,
the receiving process falls behind, perhaps because it
performs a very expensive operation on each byte of data
that itreads, thenthe advertised window grows smaller
with every segmentthatarrives, untiliteventually goes
to 0.

TCP on the send side mustthen adhere to the advertised
window it gets fromthe receiver. This meansthat at any
given time, it must ensure that
LastByteSent-LastByteAcked <AdvertisedWindow.

Said another way, the sender computes an effective
window that limits how much datait can send:
EffectiveWindow=
AdvertisedWindow-(LastByteSent-LastByteAcked)

TCP’s SequenceNum field is 32 bitslong
AdvertisedWindow field is 16 bits long

= TCP has easily satisfied the requirement of the sliding window

algorithmthat the sequence numberspace be twice asbigas the
window size.

= We needtomake sure that the sequence numberdoesnotwrap

around within a 120-second period of time. Whetherornot this

happens depends on how fast data can be transmitted over the
Internet.

= How fastcan 32-bit sequence numberspace be exhausted?

Tables.1 Time Until 32-Bit Sequence |

Bandwidth Time until Wraparound

T11{1.5 Mbps] E.4 hawrs

Ethernat {10 Mbps) 57 mirutes

T3 {45 Mbps) 13 mirutes

Fast Ethesrrest (100 Mbps] | & minutes

OC-3 {155 Mibps] 4 minutes

OC-12{622 Mbps) 55 secoinds

OC-48 (1.5 Ghps) 14 ssconds
Solution:

Store 32-bit timestamp in outgoing segments
Extend sequence space with timestamp
Implemented as TCP header option
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KEEPING THE PIPE FULL

The relevance of the 16-bit AdvertisedWindow field is that it must be bigenoughto allow the sender
to keep the pipe full.

The receiver is free to not open the window as large as the AdvertisedWindow field allows. In this
subsection, we are interested in the situation in which the receiver has enough buffer space to
handle as much data as the largest possible AdvertisedWindow allows.

= It is not just the network bandwidth but the delay x bandwidth
productthat dictates how bigthe AdvertisedWindow field needs

to be.
Table 5.2 Required Window Size for
Bandwidth Delay = Bandwld?h Product
T1 [1.5 Mbps) 18 KB
Ethernes [10 Mbps) 122 kB
T3 [45 Mbps) 549 KB
Fast Exhemet (100 Mbps) | 1.2 M8
OC-3 {155 Mbps) 1.5 M3
OC-12 {632 Mbps) 7.4 M3
OCA4B (2.5 Gbps) HE6ME

= TCP’s AdvertisedWindow field is in even worse shape than its
SequenceNum field. It is not big enough to handle even a T3
connection across the continental United States, since a 16-bit
field allows usto advertise awindow of only 64 KB.

Solution:

e How many bits to shiftadvertised window?
e Implementedas TCP headeroption

2.5 Triggering Transmission

= How doesTCP decidestotransmita segment?

TCP supports a byte-stream abstraction. In other words, application programs wirte bytes
intothe stream, and itis up to TCP to decide thatit has enough bytestosend a segment.

= What factors govern this decision?

Three mechanismsto triggerthe transmission of asegment

e Maximum segment size (MSS). It sends a segment as soon as it has
collected MSS bytes from the sending process.
MSS is usually settothe size of the largest segment TCP can send without
causingthelocal IP to fragment.
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e The second thing that triggers TCP to transmit a segment is that the
sending process has explicitly asked it to do so. TCP supports a push
operation, and the sending process invokes this operation to effectively
flush the buffer of unsentbytes.

e Timer fires: the resulting segment contains as many bytes as are
currently buffered fortransmission.

SILLY WINDOW SYNDROME

= If the sender has MSS bytes of data to send and the window is
open at least that much, then the sender transmits a full

segment.

We assume that the sender is accumulating bytes to send, but
the window is currently closed.

= We now suppose that an ACK arrives that effectively opens the
window enough for the sender to transmit, say MMS/2 bytes.
Should the sender transmit a half-full segment or wait for the

window to opento a full MSS?

It turns out that the strategy of aggressively taking advantage of any available window leads

to a situation known as the silly window syndrome.

If we think of a TCP stream as a
conveyer belt with full containers
going in one direction and empty
containers going in the reverse
direction, then MSS-sized segments
correspond to large containers and
1-byte segments correspond to very
small containers. As long as the
sender is sending MSS-sized
segments and the receiver ACKs at
least one MSS of data at a time,
everythingisgood.

| MSS ] | [ |

Data

Ssndear Recefvsr

ACKS

Sender Recefesr

MSS | T ==

[ MEE ] | M3S |

What will happen if the receiver has to
reduce the window, so that at some time
the sender can’t send a full MSS of data? If
the senderaggressively fillsasmaller-than-
MSS empty container as soon as it arrives,
then the receiver will ACK that smaller
number of bytes, and hence the small
container introduced into the system
remainsinthe systemindefinitely.

That is, it is immediately filled and emptied at each end and is never coalesced with adjacent

containerstocreate Iarger containers.
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= The silly window syndrome is only a problem when either the
sender transmits a small segment or the receiver opens the
window a small amount.

Solution: Nagle’s self-clocking algorithm

= If there is data to send but the window is open less than MSS,
then we may want to wait some amount of time before sending
the available data, butthe questionishow long?
1) If we wait too long, then we hurt
interactive applications like Telnet
2) If we don’t wait long enough, then we
risk sending a bunch of tiny packets and
fallinginto the silly windowsyndrome.
= Introduce timerand transmitwhenitexpires.

Self-clocking solution

As longas TCP hasany data inflight, the sender will eventually receivean ACK. This ACK can
be treated like a timer firing, triggering the transmission of more data. Nagle’s algorithm
providesasimple, unified rule for deciding when to transmit.

When the application produces data to send
if bath the available data and the window > M55
send a full segment
glss
if there is unACKed data in flight
buifer the new data unfil an ACK arrives
alze
sand all the new data now

e [tisalwaysOKto senda full segmentif the window allows.

e It is all right to immediately send a small amount of data if there are
currently no segments in transit, but if there is anything in flight the
sender must waitforan ACK before transmitting the next segment.

2.6 Adaptive Retransmission

= Because TCP guarantees the reliable delivery of data, it
retransmits each segment if an ACK is not received in a certain
period of time. TCP sets this timeout as a function of the RTT it
expects between the two ends of the connection.

ORIGINALALGORITHM

Original algorithm (Jacobson): this algorithm was originally described in the TCP specification.

Basicidea: Keep arunningaverage of the RTT and then compute thetimeout as
a function of this RTT. Every time TCP sends a data segment, itrecordsthe time.
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Whenan ACL for that segmentarrives, TCP reads the time again, and then takes
the difference between these two times asaSampleRTT. TCP thencomputes an
EstimatedRTT as a weighted average between the previous estimate and this
new sample.
EstimatedRTT = o « EstimaiedATT + (1 — a) « SampleRTT
The alpha parameterisselected to smootthe EstimatedRTT.
= Asmallalphatracks changesinthe RTT butis perhapstoo heavily
influenced by temporary fluctuations.
= A large alpha is more stable but perhaps not quick enough to
adapt to real changes.

Problem: ambiguity after retransmission

Senoar Recahver Sender Haoalker
| Oy Chtj.
-\_--E‘Ehhmﬂl ¢ -_\--_I[L:l-l?'-"mas
- --\-'-r-lh:s_'s_'.-'"la- -\--"'-_I_r':':_ﬁl'u?
E '\--_II.:'.E:I_m ™, % ,'-:IET:____---
E ] 2 [T,
. N Rl 1
: S — .-,.Er ~—Bion
o -
L .d-'--_'_-
1= ]

The problemisthat an ACKdoes not really acknowledge atransmission. It actually acknowledges the
receipt of data. In otherwords, wheneverasegmentisretransmitted and thenan ACK arrives at the
sender, it is impossible to determine if this ACK should be associated with the first or the second
transmission of the segmentforthe purpose of measuring the sample RTT.

= Itisnecessarytoknow whichtransmissiontoassociate itwith so
as to compute an accurate SampleRTT.

1) Ifthe ACKisforthe original transmission
but itwas really forthe second, then the
SampleRTTis too large. (a)

2) If we assume that the ACK is for the
second transmission but it was actually
for the first, then the SampleRTT is too
small. (b)

KARN/PARTRIDGE ALGORITHM

e The solution proposed is that, whenever TCP retransmits a segment, it
stops taking samples of the RTT. It only measures SampleRTT for
segments that have beensentonly once.

e Secondsmallchange:eachtime TCP retransmits, it setsthe nexttimeout
to be twice the last timeout, rather than basing it on the last
EstimatedRTT.
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Problem: the sample RTT variance is not taken into account. There is no reason to double the
timeoutif variance isvery small.

JACOBSON/KARELS ALGORITHM

In the new approach, the sender measures anew SampleRTT as before. It then folds this new sample
intothe timeout calculation as follows.

Difference = SampleATT — EstimatedRATT
EstimaiedRTT = EstimatedRTT + (4 « Differenca)

Diewviation = Deviation + 4{| Difference| — Deviation))

where & 15 a fraction between 0 and 1. That is, we calculate both the mean
RTT and the variatdon in that mean.

TCP then computes the ttmeout value as a function of both Estimated-
RTT and Deviation as follows:

TimeOut = o« EsfimatedATT + ¢ « Deviation

Based on the experience, pnistypicallysetto 1 and ® set to 4. So, whenthe variance is small, Timeout
is close to EstimatedRTT. A large variance causes the deviation term to dominate the calculation.

Remark: accurate timeout mechanismisimportantfor congestion control. Congestion may be cause
of timeout: fast reaction will aggravate situation.

2.7 Record Boundaries

Since TCP is a byte-stream protocol, the number of bytes written by the sender are not
necessarily the same asthe number of bytesread by the receiver.
Ex: the application might write 8 bytes, then 2 bytes, then 20 bytes to a TCP connection,
while onthe receiving sidethe application reads 5 bytes at a timeinside aloop thatiterates 6
times.
= TCP doesnotinterjectrecord boundaries between the 8" and 9"
bytes, norbetween the 10" and 11*" bytes.
>< UDP: in which the message that is sent is exactly the same
length as the message thatisreceived.

= Inconvenientforapplications with discrete messages:they must
be able to add record boundaries.

e Urgent data feature, asimplemented by the URG flag and the UrgPtr field in the
TCP header.
This mechanism was designed to allow the sending application to send out-of-
band data to its peer. This means, data that is separate from the normal flow of
data. This out-of-band data wasidentified in the segment using the UrgPtr field
and was to be delivered tothe receiving process as soon asit arrived, evenif that
meantdeliveringitbefore datawith an earlier sequence number.
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= Thisuse has developed because, as with the push operation, TCP
on the receiving side must inform the application that urgent
data has arrived. That is, the urgent data in itself is not
important. It is the fact that the sending process can effectively
send a signal to the receiverthatisimportant.

Second mechanism for inserting end-of-record markets into a byte is the push
operation. This mechanism was designed to allow the sending process to tell TCP
that it should send (flush) whatever bytes it had collected to its peer. The push
operation can be usedtoimplement record boundaries because the specification
says that TCP must send whatever data it has buffered at the source when the
application says push, and optionally, TCP at the destination notifies the
application wheneveranincoming segment has the PUSH flag set.

2.8 Alternative Design choices

= The design space for transport protocols is quite large. TCP is by
no meansthe onlyvalid pointin that design space.

Stream-oriented protocols like TCP and request/reply protocols like RPC. We
could furtherdivide the stream-oriented protocolsinto two groups: reliable and
unreliable, with the former containing TCP and the latter being more suitable for
interactive video applications that would rather drop a frame than incur the
delay associated with a retransmission.

TCP Interactive audio/video? | Database request/reply
Full-duplex Vv Half duplex
Byte-stream \ Message oriented
Explicitsetup/teardown Y No setup
Window based Rate based -
Reliable Unreliable -

RTP/UDP RPC/UDP

3. Remote Procedure Call
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Timeline forRPC

This figure illustrates the basic interaction
betweenthe clientand the serverin message
transactions. We have previously seen the
request/reply paradigm, also called message -
transaction. Aclientsendsarequest message
to a server, and the server responds with a
reply message, with the client blocking
(suspending execution) to wait forthe reply.

= RPCisa popularmechanism forstructuringdistributed systems.

It is based on the semantics of a local procedure call. The
application program makesacall into a procedure without regard

for whetheritislocal or remote and blocks until the call returns.
RPCisknown as remot method invocation (RMI).

Problems:

The network between the calling process ant the called
process has much more complex properties than the
backplane of a computer. Forexample, itislikely tolimit
message sizes and has a tendency to lose and reorder
messages.

The computers on which the callingand called processes
run may have significantly different architectures and
data representation formats.

Two major components:

A protocol that managesthe messages sent between the
client and the server processes and that deals with the
potentially undesirable properties of the underlying
network.

Programming language and compiler support to
package the arguments into a request message on the
client machine and thento translated this message back
intothe arguments on the server machine, and, withthe

returnvalue.
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Caller
(client)

Return

Arguments R —

Client
stub

Request Reply

RPC
protocol

Arguments

The client calls a local stub for the procedure,

{E:r'if) passing it the arguments required by the
o procedure. This stub hides the fact that the

ML procedure is remote by translating the

‘ Senver I arguments into a request message and then
Request| | Reply invoking an RPC protocol to send the request
message tothe server machine. Atthe server,

RPC .
protacal the RPC protocol delivers the request message

to the serverstub (skeleton), which translates

it into the arguments to the procedure and
thencallsthe local procedure. Afterthe server
procedure completes, itreturnsthe answer to
the server stub, which packages this return
value in a reply message that it hands off to
the RPC protocol for transmission back to the
client.

The RPC protocol on the client passes this message up to the client stub, which translatesitinto a

returnvalue thatit returnsto the client program.

IDENTFIIERS IN RPC

= Two functions that must be performed by any RPC protocol are

e Provide a name space for uniquely identifying the
procedure to be called.
One of the design choices when identifying things is
whether to make this name space flat or hierarchical. A
flat name space would simply assign a unique,
unstructured identifier to each procedure, and this
number would be carried in a single field in a RPC
request message. Plus, the protocol could implement a
hierarchical name space, analogous to that used for file
pathnames, which requires only that a file’s base name
be unique withinits directory.

e Match each reply message to the corresponding request
message.

= One of the recurrent challenges in RPC is dealing with

unexpected responses, and we see this with message IDs.

Ex: a client machine sends arequest message withamessage ID
of 0, then crashes and reboots, and then sends an unrelated
request message, also with amessage ID of 0. The server may not
have been aware that the client crashed and rebooted and, upon
seeingarequest message with amessage ID of 0, acknowledges
it and discardsit as a duplicate. The clientnevergetsaresponse
to the request.

One way to eliminate this problem is to use a boot ID. A
machine’sbootIDis a numberthatis incremented each time the
machine reboots. This number is read from nonvolatile storage
(e.g.,adiskor flash drive), incremented, and written back to the
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storage device during the machine’s start-up procedure. If a
message is received with an old message IDbuta newboot Id, it
is recognized as a new message. The message ID and boot ID
combine toforma unique ID for each transaction.

OVERCOMING NETWORK LIMITATIONS

RPC protocols often perform additional functions.

Provide reliable message delivery. RPC protocol might implement reliability
because the underlying protocols do not provide it, or perhapsto recover more
quickly or efficiently from failures that otherwise would eventually be repaired by
underlying protocols.

It can implement reliability using acknowledgments and timeouts.

A complication that RPC must address is that the server may take an arbitrarily
long time to produce the result, and worse yet, it may crash before generating
thereply. To helpthe client distinguish between aslow serverand a dead server,
the RPC’s client side can periodically send an “Are you alive?” message to the
server, and the serverside responses with an ACK. Alternatively, the server could
send “l am still alive” messages to the client without the client having first
solicited them.

Support large message sizes through fragmentation and reassembly
The two reasons why an RPC protocol mightimplement message fragmentation
and reassembly are that it is not provided by the underlying protocol stack or
thatitcan be implement more efficiently by the RPC protocol.
Let’s considerthe case where RPCisimplemented on top of UDP/IP and relieson
IP forfragmentation and reassembly. If even one fragment of amessage fails to
arrive within a certain amount of time, IP discards the fragments that did arrive
and the message is effectively lost.
= In the case of an RPC protocol that implements its own
fragmentation and reassembly and aggressively ACKs or NACKs
individual fragments, lost fragments would be more quickly
detected and retransmitted, and only the lost fragments would
be retransmitted, not the whole message.

SYNCHRONOUS VERSUS ASYNCHRONOUS PROTOCOLS

At the asynchronous end of the spectrum, the application knows absolutely
nothing when send returns. Not only does it not know if the message was
received by its peer, but it doesn’t even know for sure that the message has
successfully left the local machine.

At the synchronous end of the spectrum, the send operation typically returns a
reply message. That is, the application not only knows that the message it sent
was received by its peer, butitalso knowsthatthe peerhas returned ananswer.
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= Synchronous protocolsimplementthe request/reply abstraction,
while asynchronous protocols ae used if the senderwants to be
able to transmit many messages without having to wait for a
response.

= RPC protocols are obviously synchronous protocols.

3.2 RPCImplementations

1)

2)

= Example implementations of RPC protocols: SunRPC, DCE (=
Distributed Computing Environment).

SunRPC

SUnRPC can be implemented over several different transport
protocols. The details of SunRPC’s semantics depend on the
underlying transport protocol. It does not implement its own
reliability, soitisonlyreliable if the underlying transportisreliable.

DCE-RPC

This is the protocol at the core of the DCE system and was the basis
of the RPC mechanism underlying Microsoft’'s DCOMand ActiveX.
DCE, like SunRPC, can be implemented on top of several transport
protocolsincluding UDP and TCP. It isalsosimilartoSunRPCinthat it
defines a two-level addressing scheme. The transport protocol
demultiplexes to the correct server, DCE-RPC dispatches to a
particular procedure exported by that sever, and clients consult an
“endpoint mappingservice”.

Each request/reply transactionin DCE-RPC takes place inthe context
of an activity. An activity is alogical request/reply channel between a
pair of participants. Atany giventime, there can be only one message
transaction active ona given channel.

Another design choice made in DCE that differs from SunRPCis the
support of fragmentation and reassemblyinthe RPC protocol.

4. Transport for real-time applications (RTP)

= Real-time applications place some specific demands on the
transport protocol that are not well met by the protocols we
previously discussed in this chapter.
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Ex: Internettelephony, orvoice overIP,isa classicexample of a
real-time application, because you can’t easily carry on a
conversation with someone if it takes more than a fraction of a
second to getaresponse.

Multimedia applications are sometimes divided into two classes
e Interactive applications
e Streaming applications. Streaming applications lack
human-to-human interaction, so they place somewhat
lessstringentreal-timerequirementsonthe underlying
protocols. However, timeliness is still important. Ex: if
you want a video to start playing so after pushing play.
Late packets will either cause it to stall or create some
sort of visual degradation.
While streaming applications are not strictly real time, thy still
have enoughin common with interactive multimedia applications
to warrant consideration of acommon protocol for both types of
applications.

Much of RTP actually derives from protocol functionality that was originally embedded in the
application itself. RTP can run over many lower-layer protocol, but still commonly runs over UDO.
That leads to the protocol stack shownin the figure below.

We are runninga transport protocol overa transport protocol. There isactually norule against that,
and in fact it makes a lot of sense, since UDP provides such aminimal level of functionality, and the
basicdemultiplexing based on port numbers happens to be just what RTP needs as a starting point.
So, rather than recreate port numbersin RTP, RTP outsources the demultiplexing function to UDP.

4.1 Requirements

Application
RTP
LDP

IP
Subnet

e Independentof underlyingtransport

e Typically UDP

e Supports IP multicasting

e TCP not really useful, unless the behavior of UDP is too
bad.

e |tshould allowsimilarapplications to interoperate with each other. Ex: it should

be possible fortwo independently implemented audioconferencing applications
to talk to each other. Since there are quite a few different coding schemes for

voice, each withits own trade-offs among quality, bandwidth requirements, and
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computational cost, it would probably be abad ideato decree that only one such
scheme can be used.

The protocol should provide away that a sendercantell a receiverwhichcoding
scheme it wantsto use, and possible negotiate untilascheme thatis available to
both partiesisidentified.

Enable the recipient of a data stream to determine the timing relationship
among the received data. Some sort of timestamping of the data will be
necessary to enable the receiverto playitback at the appropriate time.
Indication of packet loss. An application with tight latency bounds generally
cannot use a reliable transport like TCP because retransmission of datato correct
for loss would probably cause the packet to arrive too late to be useful. So, the
application must be able to deal with missing packets, and the first step in
dealingwiththemis noticingthat they are in face missing.

Concept of frame boundary indication.

Identifying sendersinamore user-friendly way than an IP address.

Respondto congestion

It should make reasonably efficient use of bandwidth. We don’t want to
introduce alot of extra bits that need to be sentwith every packetinthe form of
a long header. The reason for this is that audio packets, which are one of the
most common types of multimedia data, tend to be small, so as to reduce the
time ittakesto fill them with samples.

But: no flow control, no error control, no ACK, no retransmit.

4.2 RTPDesign

= The RTP standard defines a pair of protocols, RTP and the Real-
Time transport control protocol. The former is used for the
exchange of multimedia data, while the latter is used to
periodically send control information associated with a certain
data flow.

RTP provides aflexible mechanism by which new applications can
be developed without repeatedly revising the RP protocol itself.
For each class of application, RTP defines a profile and one or
more formats. The profile provides a range of information that
ensuresacommon understanding of the fieldsinthe RTP header
for that application class.
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1-.-'=2| P | x | CC| M | PT | Sequence numkber

Timestamp

Synchronization source (SSRC) identifier

Contributing source (CSRC) identifiers

Extension header

RTP payload

The first 12 bytes are always present, whereas the
contributing source identifiers are only used in certain
circumstances.
Afterthis headerthere may be optional header extensions.
The header is followed by the RP payload, the format of
whichisdetermined by the application.
= Theintention of thisheaderisthatit contains
only the fields that are likely to be used by
many different applications, since anything
that is very specific to a single application
would be more efficiently carried in the RTP
payload forthat application only.

The first 2 bits are a version identifier, which contains the
value 2 in the RTP version.

The next bit is the padding (p) bit, which is set in
circumstancesin whichthe RTP payload has been paddedfor
some reason. RTP data might be paddedtofillupa blockof a
certainsize as required by an encryption algorithm.

The extension (x) bit is used to indicate the presence of an
extension header, which would be defined for a specific
application and follow the main header.

The X bit is followed by a 4-bit field that counts the number
of contributing sources, if any are included in the header.
The 7-bit payload type field indicates what type of
multimediadatais carriedin this packet. One possibleuse of
this field would be to enable an application to switch from
one coding scheme to another based on information about
resource availability in the network or feedback on
application quality. The payload type is generally notused as
a demultiplexing key to direct datato differentapplications.
The sequence number is used to enable the receiver of an
RTP stream to detect missing and disordered packets. The
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sender simply increments the value by one for each
transmitted packet.

The function of the timestamp fieldistoenable thereceiver
to play back samples at the appropriate intervals and to
enable different media streams to be synchronized. Since
different applications may require different granularities of
timing, RTP itself does not specify the units in which time is
measured. Instead, the timestamp is just a counter of ticks,
where time between ticks is dependent on the encodingin
use. This timestamp allows correct synchronization of each
media stream: audio and video streams are synchronized
separately.

The synchronization source (SSRC) is a 32-bit number that
uniquely identifies asingle source of an RTP stream.

The contributing source (CSRC) is used only when a number
of RTP streams pass through a mixer. A mixercan be used to
reduce the bandwidth requirements for a conference by
receiving data from many sources and sending it as a single
stream.

= Data source: a single node can have multiple sources.

= Control streamthat provides three main functions

1) Feedback on the performance of the
application and the network. This
function may be useful fordetectingand
responding to congestion. Some
applications are able to operate at
difference rates and may use
performance data to decide to use a
more aggressive compression scheme to
reduce congestion, or to send a high-
quality stream when there is little
congestion. Performance feedback can
also be useful in diagnosing network
problems.

2) A way to correlate and synchronize
different mediastreamsthathave come
fromthe same sender

3) A wayto conveythe identityof asender
for display ona userinterface.

RTCP defines anumber of different packet types, including:
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4)

5)

6)

7)
8)

Sender reports, which enable active
senders to a session to report
transmission and reception statistics.
Receiver reports, which receivers who
are not senders use to report reception
statistics.

Source descriptions, which carry CNAMEs
and othersenderdescription information
Application-specific control packets.
RTCP traffic must be limited: <5% of RTP
traffic. To accomplish this goal, the
participants should know how much data
bandwidth is likely to be in use and the
number of participants.

= The challenge in designing a transport protocol is to make it
general enough to meet the widely varying needs of many
different applications without making the protocol itself
impossible toimplement.

= RTP has proven very successful in this regard, forming the basis

for the majority of real-time multimedia communications over

the Internettoday.
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CHAPTER 6: CONGESTION CONTROL AND RESOURCE ALLOCATION

1. Introduction

= How to effectively and fairly allocate resources among a

collection of competing users.

The resources being shared include the bandwidth of the links
and the buffers on the routers or switches where packets are
gueued awaiting transmission.

Packets contend at a router for the use of a link, with each
contending packet placed in a queue waiting its turn to be
transmitted over the link. When too many packets are
contending for the same link, the queue overflows and packets
have to be dropped. When such drops become common events,
the networkissaid to be congested.

Most networks provide a congestion-control.

Congestion control and resource allocation are two sides of the
same coin.

1) If the network takes an active role in
allocating resources, for instance,
scheduling which virtual circuit gets to
use a given physical link during a certain
period of time, then congestion may be
avoided, thereby making congestion
control unnecessary.

2) vyou can always let packet sources send
as much data as they want and then
recoverfrom congestionshoulditoccur.
This is an easier approach, but it can be
disruptive because many packets maybe
discarded by the network before
congestion can be controlled.

2. Issues in resource allocation

Congestion control and resource allocation are notisolatedtoone single levelof a protocol
hierarchy, therefore, it makes these issues quite complex.

Resource allocation is partially implemented in the routers, switches, and links inside the
network and partially inthe transport protocol running on the end hosts.
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e Resource allocation: process by which network elements
try to meet the competing demands that applications
have for network resources, primarily link bandwidth and
bufferspace inrouters or switches.

= It will often not be possible to meet all the demands, meaning
some users or applications may receive fewer network resource s
than they want.

e Congestion control: efforts made by network nodes to
prevent or respond to overload conditions. Since
congestionisgenerally bad foreveryone, the first order
of businessis making congestion subside, or preventing it
inthe first place.

Briefly said, too many packets are contending for the
same link. The queue overflows and packets get
dropped.

/\ flow control # congestion control

e Flow control involves keeping a fast sender from
overrunningaslow receiver.

e Congestion control is intended to keep a set of senders
from sending too much data into the network because of
lack of resources at some point.

2.1 NetworkModel

PACKET-SWITCHED NETWORK

= We consider resource allocation in a packet-switched network,
consisting of multiple links and switches.
In such an environment, a given source may have more than
enough capacity on the immediate outgoing link to send a
packet, but somewhere in the middle of a network its packets
encounter a link that is being used by many different traffic

sources.
Source 1 Two high-speed links are feeding a low-speed
. — link. This is in contrast to shared-access
= o networks like Ethernet and wireless networks,
P I | Destination K K
— .-*’t s = where the source can directly observe the traffic
-Mbps me
source2 | 15Mbps T g on the network and decide accordingly whether
- 1= ' or not to spend a packet.
CONNECTIONLESS FLOWS
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= We assume that most of the networks are essentially

connectionless, with any connection-oriented service
implemented inthe transport protocol thatis runningonthe end
hosts. This is the model of the Internet, where IP provides a
connectionless datagram delivery service and TCP implements an
end-to-end connection abstraction. In this case, all packets are
routed independently. TCP implements aconnection abstraction,
but onlyinthe end hosts.

How to allocate resourcesif there isno connection setup?
Solution: connectionless flows

The assumption that all datagrams are completely independent
in a connectionless network is too strong. The datagrams are
certainly switched independently, butitis usually the case that a
stream of datagrams between a particular pair of hosts flows
through a particular set of routers. This idea of a flow, a
sequence of packets sentbetween asource/destination pair and
following the same route through the network, is an important
abstractionin the context of resource allocation.
Flows can be defined at different granularities:
e Host-to-host
e Process-to-process: in this case,
a flow is essentially the same as
achannel.

This figure illustrates several flows passing
_ through a series of routers.

l,-é;nnaum Because multiple related packets flow through
\ 1 each router, it sometimes makes sense to

maintain some state information for each flow,
information that can be used to make resource

-

‘I@ allocation decisions about the packets that
\_ 2 belongtothe flow. = soft state
e No explicitsignalingrequired
e Correct operation of
network does notdependon
soft state.

With best-effort service, all packets are given essentially equal treatment, withend hosts given no
opportunity toask the network that some packest or flows be given certain gurantees or preferential

service.
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Defining a service model that supports some kind of preferred service or guarantee, for instance,
guaranteeingthe bandwidth needed foravideo stream, relates to qualities of service.

2.2 Taxonomy

Three dimensions along which resource allocation mechanisms can be characterized.

ROUTER-CENTRIC VERSIS HOST-CENTRIC

Resource allocation mechanisms can be classified into two broad groups.
e Thosethat addressthe problemfrominside the network.

e Those that address the problem from the edges of the
network.

= Since it is the case that both the routers inside the network and

the hosts at the edges of the network participate in resource

allocation, the real issue is where the majority of the burden falls.

e In a router-centric design, each router takes
responsibility for deciding when packets are forwarded
and selecting which packets are to be dropped, aswell as
for informing the hosts that are generating the network
traffichow many packets theyare allowed to send.

e In a host-centric design, the end hosts observe the
network conditions (e.g., how many packets they are
successfully getting through the network) and adjust
theirbehavioraccordingly.

= Router-centricand host-centricare not mutually exclusive.
RESERVATION-BASED VERSUS FEEDBACK-BASED

Resource allocation mechanisms may also be sometimes classified according to whether they
use reservations or feedback.

e Reservation-based system: some entity asks the
network fora certainamount of capacity to be allocated
for a flow. Each router then allocates enough resources
to satisfy thisrequest. If the request cannot be satisfied
at some router, because doings sowould overcommitits
resources, thenthe routerrejects the reservation.

/\ This system always implies a router-centric resource
allocation mechanism. This is because each router is
responsible for keepingtrack of how much of its capacity
is currently available and deciding whether new
reservations can be admitted. Routers may also have to
make sure each hostlives within the reservation it made.

o Feedback-based approach: the end hosts begin sending

data withoutfirstreservingany capacityandthenadjust
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their sending rate according to the feedback they
receive. Thisfeedback can be either:
o Explicit: a congested routersendsa “please slow
down” message tothe host
o Implicit: the end host adjusts its sending rate
accordingto the externally observable behavior
of the network, such as packet losses.
WINDOW BASED VERSUS RATE BASED

= Both flow-control and resource allocation mechanisms need a
way to express, to the sender, how much data is allowed to
transmit. There are two general ways of doing this.

e With a window: the window corresponds to how much
buffer space the receiver has, and it limits how much
data the sender can transmit. That is, it supports flow
control. Such a mechanism, window advertisement, can
be used within the network to reserve buffer space.
(bytes)

e With a rate: how many bits per second the receiver or
network is able to absorb. Rate-based control makes
sense for many multimedia applications, which tend to
generate data at some average rate and which need at
least some minimum throughput to be useful. (bps)

SUMMARY OF RESOURCE ALLOCATION TAXONOMY

e TCP: A best-effort service model usually implies that feedback is being used,
since such a model does notallow users toreserve network capacity. Thisinturn
means that most of the responsibility for congestion control falls to the end
hosts, perhaps with some assistance from the routers. In practice, such networks
use window-based information.

e QoS: thisservice model probably implies some form of reservation. Support for
these reservations is likely to requires significant router involvement, such as
queuing packets differently depending on the level of reserved resources they
require. Besides, itis natural to express suchreservationsinterms of rate, since
windows ore only indirectly related to how much bandwidthauser needs from
the network.

2.3 Evaluation Criteria

e [Effectiveness
e Fairness

EFFECTIVE RESOURCE ALLOCATION
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We want:

o As much throughput as possible. One sure way for a
resource allocation algorithm to increase throughputis
to allow as many packetsintothe network as possible. >
drives the utilization of all the links up to 100%. We
would do this to avoid the possibilityof alink becoming
idle because anidle link necessarily hurts throughput.

o Aslittledelayas possible

But: increasing the number of packetsinthe network alsoincreasesthe length of
the queues at each router. Longer ques, in turn, means packets are delayed
longerinthe network.

= Conflict

Solution: ratio of throughputto delay
Power = Throughput/Delay
The objective isto maximize thisratio.

Ideally, the resource allocation
mechanismwould operate at the
peak of this curve. To the left
peak, the mechanismisbeingtoo
conservative. That is, it is not
allowing enough packets to be

opmal Load sentto keepthe links busy.

Throughput/delay

To the right of the peak, so many packets are beingallowed intothe network
that increases in delay due to queuing are starting to dominate any small
gainsinthroughput.

= Many congestion-control schemes are able to control load in only
very crude ways. That is, it is simply not possible to turn the
“know” a little and allow only a small number of additional

packetsintothe network.
= We should try to tend to a stable mechanism ><if a mechanism
isnot stable, the network may experience congestion collapse.

FAIR RESOURCE ALLOCATION

= What doesfairness mean? Whatisfairresource allocation?

e Reservation-based resource allocation leads to
unfairness. Indeed, with such a scheme, we might use
reservationstoenable avideo streamto receive 1Mbpcs
across some link while a file transfer receives only
10kbps overthe same link.
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When several flows share a particularlink, we would like
for each flow to receive an equal share of the bandwidth.
This presumes that a fair share of bandwidth means an
equal share of bandwidth.

Equal shares are not necessarily fair shares. Should we
also considerthe length of the paths being compared?

SZ Sz SZ S
T L,r‘ L L
Assumingthatfairimplies equaland thatall pathsare of

equal length, networking research Raj Jain proposed a
metric that can be used to quantify the fairness of a

|

congestion control mechanisms.

e Given set of flow throughputs
(X1, X2, X3, <0y Xn)

e Thefairnessindexalwaysresults
in a number between 0 and 1,
with 1 representing greatest
fairness.

= Each router must implement some queuing discipline that
governs how packets are buffered while waiting to be
transmitted.

3.1 FIFO

= first-come, first-served (FCFS).

= The first packet that arrives at a router is the first packet to be
transmitted.

(a)

Arriving Next free Next to
packet buffer transmit

E NN

—

7

Free buffers Queued packets

This figure shows a FIFO with “slots” to hold up the eight
packets. Given that the amount of buffer space at each
routeris finite, if a packetarrives and the queue (buffer
space)isfull, thenthe routerdiscards that packet.
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The second figure illustrates a tail
drop mechanism. The buffer is
full and therefore the router
discards that packet. This is done
without regard to which flow the
packet belongs to or how
important the packet is. Hence
the name:tail drop, since packets
that arrive at the tail end of the
FIFO are dropped.

b)

" Arriving
packet
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Mext to
transmit

N

Drop

e FIFO is a scheduling discipline. It determines the order in which packets are

transmitted.

e Tail drop is a drop policy. It determines which packets get dropped.
= FIFOand tail drop are considered as a bundle:the vanillaqueuing

implementation. Unfortunately, the bundle is often referred to
simply as FIFO queuing.

Simple: FIFO with tail drop is the most widely used in Internet
routers. This approach pushes all responsibility for congestion
control and resource allocation out to the edges of the network.
So, the prevalent form of congestion control in the Internet
currently assumes no help from the routers. Indeed, TCP takes
responsibility for detecting and responding to congestion.

= Althoughittendsto be quite simple, this systemis unfair. Itis an

ill-behaving source that may consume a lot of resources. For
instance, in case a sender has a bad behavior, leading to a bad
service.

Variation: priority queuing. The idea is to mark each packet with a priority. The mark could
for example be carriedinthe IP header. The routersthenimplement multiple FIFO queues,
one for each priority class. The router always transmits packets out of the highest-priority
gueue ifthat queue is nonempty before moving onto the next priorityqueue. Within each
priority, packets are still managedinaFIFO manner.

Priority queuingis usedinthe Internet to protectthe most important packets. Typically, the
routing updates that are necessary to stabilize the routing tables after a topology change.
Oftenthereisa special queue forsuch packets, which can be identified by the Differentiated
Services Code Pointinthe IP header.

Problem:

e Unfair: The high-priority queue can starve out all the
otherqueues. Thatis, as longas there is at least one high-
priority packetinthe high-priority queue, lower—priority
queues donotget served.

e Forthisto beviable,there needtobe hardlimitson how
much high-priority traffic is inserted in the queue. We
can’t allow userstosettheirown packetsto highpriority
inan uncontrolled way.
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= The main problem with FIFO queuing is that it does not

discriminate between different traffic sources, or, it does not
separate packets according to the flow to which they belong. This
isa problemattwo differentlevels.

e At one level, it is not clear that any congestion-control
algorithm implemented entirely at the source will be
able to adequately control congestion with solittle help
from the routers.

e Since the entire congestion-control mechanism is
implemented at the sources and FIFO queuing does not
provide a means to police how well the sources adhere
to this mechanism, itis possible foranill-behaved source
to capture an arbitrarily large fraction of the network
capacity.

Fair queuing (FQ) has been proposed to address this problem.

The idea of FQ is to maintain a separate queue for each flow
currently being handled by the router. The router then services
these queuesinasort of round-robin.

S [N

/ Y

/ ¥
| Round-robin
senvice
|
\ /
/
211111 N

When a flow sends packets too quickly, then its queue fills up.
When a queue reaches a particular length, additional packets
belongingtothat flows queue are discarded.

In this way, a given source cannot arbitrarily increase itsshare of
the network’s capacity at the expense of the other flows.

Problem: packets are not of the same length. The flow with the
large packets would be favored. Therefore, the simple round
robin service is notfair.

Solution: take packet length into account. = bit-by-bit round-
robin algorithm. What we actually want s bit-by-bit round-robin,
where the routertransmits a bitfromflow 1, then a bit from flow
2, etc. but this is clearly not feasible to interleave the bits from
different packets. There, the FQ mechanism simulates this
behavior by first determining when a given packet would finish
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being transmitted if it were being send using bit-by-bit round-
robin and then using this finish time to sequence the packets for
transmission.

e Work conserving

e Starvation-free

e FEach flow gets guaranteed
minimum share 1/n, perhaps
more.

e Onfullyloadedlinkwithnflows
sending data, no flow captures
more than its fair share (1/n).

ALGORITHM

= Let’s consider the behavior of asingle flow and imagine a clock
that ticks once each time one bit is transmitted from all of the

active flows.

e Pi:lengthof packeti.

e S;:timewhenthe routerstarts to
transmit packeti.

e F;:timewhenthe routerfinishes
transmitting packeti.

e A;:arrival time of packeti.

= F=S+P.

= Whendo we start transmitting packeti? the answerdepends on
whether packet | arrived before or after the router finished
transmitting packeti-1fromthis flow.

o If it was before, then logically the first bit of packet | is
transmitted immediately after the last bit of packeti-1.

e It is also possible that the router finished transmitting
packeti-1longbefore larrived, meaningthatthere wasa
period of time during which the queue forthis flow was
empty, so the round-robin mechanism could not
transmitany packets from this flow.

S; = max(F;_1,4;).
Fy=max(F;_, . 4;)+ F

= Newsituation, in whichthere is more than one flow, and we find
that thereis a catch to determining A;. We can’t just read the wall
clock whenthe packetarrives. As stated before, we wanttime to
advance by one tick each time all the active flows get one bit of
service under bit-by-bit round-robin, so we need a clock that
advances more slowly when there are more flows. The clock
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must advance by one tick when n bits are transmitted if there are
n active flows. = This clock will be used to calculate A..

Then, forevery flow, we calculate Fiforeach packetthat arrives

using the previous formula. We then treat all the Fi as
timestamps, and the next packet to transmit is always thhe
packetthat has the lowesttimestamp, the packetthat, based on
the above reasoning, should finish transmission before all others.

Flow 1 Flow 2 Output

F-8 F=10
F=5
(a)

In the second figure, the router has already
begun to send a packet from flow 2 when the
packet from flow 1 arrives. Though the packet
arriving on flow 1 would have finished before
flow 2, if we had been using perfect bit-by-bit
faire queuing, the implementation does not

Thisfigure shows the queuesfortwoflows. The
algorithmselects both packetsfromflow 1to be
transmitted before the packet in the flow 2
gueue, because of theirearlier finishing times.

Flow 1
(armiving)

Flow 2
(transmitting) Output

preemptthe flow 2 packet.

The link is never idle as long as there is at least one packet in the queue. Any
queuing scheme with this characteristicis said to be work conserving. One effect
of being work conserving is that if | am sharing a link with a lot of flows that are
not sendingany data, then| can use the full link capacity formy flow. As soon as
the other flows start sending, they will start to use their share and the capacity
available to my flow will drop.

= Because FQiswork conserving, any bandwidth thatis not used by

one flowsis automatically available to otherflows.

If the link is fully loaded and there are n flows sending data, | cannot use more
than 1/nth of the link bandwidth. If I try to send more than that, my packets will
be assigned increasingly large timestamps, causing them to sit in the queue
longerawaiting transmission.

Variation: weighted fair queuing (WFQ)

Thisvariation allows a weightto be assigned to each flow (queue). This weight logically specifies how
many bits to transmit each time the router services that queue, which effectively controls the
percentage of the link’s bandwidth that that flow will get. Simple FQgives each queue aweight of 1,
which meansthat logically only 1 bitis transmitted from each queue each time around.

Assign specificweights
o Flow1getsweight2
o Flow2getsweightl
o Flow3gets3
Assumingthat each queue always contains a packet waiting to be transmitted
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o Flow1will get1/3 of the available bandwidth
o Flow2willget1/6
o Flow3willget?

Class-based weighted Fair queuing

¢ Implements FQinterms of classes of traffic (notindividual flows)
e Assignweightsto classes of traffic

Low latency queuing (LLQ)

e Addone priority queue with limited bandwidth to CBWFQ
e Ex:voice getsstrict priority but cannot exceed bandwidth limits

4. TCP Congestion control

Originally, the Internet didn’t have congestion control. Hosts could send packets as fast as
advertised window would allow. As mentioned previously, congestion results in dropped
packets, causing timeouts at sender. As for retransmission after timeout, it results in even
more congestion.

The idea of TCP congestion control is for each source to determine how much capacity is
available in the network, so that it knows how many packets it can safely have in transit.
Once a given source has this many packetsin transit, it uses the arrival of an ACK as a signal
that one of its packets has left the network and thatit is therefore safe toinsertanew packet
intothe network without addingto the level of congestion.

By using ACKs to pace the transmission of packets, TCP is said to be self-clocking.
Challenge

e Determiningthe available capacityinthe first place (can be anything between 10
Kbps and 10Gbps)
e Adjustingtochangesinthe available capacity (capacity fluctuates overtime

4.1 Additive increase/Multiplicative Decrease (AIMD)

TCP maintains anew state variable foreach connection: congestionWindow. Thisvariable is
used by the source to limit how much data it is allowed to have in transit at a given time.
The congestion window is congestion control’s counterpart to flow control’s advertised
window.

TCP is modified such that the maxium number of bytes of unacknowledged datalled is now
the minimum of the congestion window and the advertised window.

MaxWindow = MIN{ CongestionWindow, AdvertisedWindow)
EffectiveWindow = MaxWindow — (LastByteSent — LastByteAcked).
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= How does TCP come to lean an appropriate value for

CongestionWindow?

Unlike the AdvertisedWindow, whichis sent by the receiving side
for the connection, there is no one to send a suitable
CongestionWindow to the sending side of TCP. The TCP source
sets the CongestionWindow based on the level of congestion it
perceives to exist in the network. This involves decreasing the
congestion window when the level of congestion goes up and
increasingthe congestion windowwhen the level of congestion
goes down.

Mechanism of additive increase/multiplicative decrease (AMD).

How does the source determine that the network is congested
and that | should decrease the congestion window?

The main reason why packets are not delivered, and a timeout
results, isthata packetwas dropped due to congestion. Itis rare
that a packetis dropped because of an error during transmission.
Therefore, TCP interprets timeouts as a sign of congestion and
reducesthe rate at whichitistransmitting. Specifically, each time
a timeout occurs, the source sets CongestionWindow to half of its
previousvalue.

Although CongestionWindow is defined in terms of bytes, it is
easiertounderstand multiplicative decreaseif we thinkin terms
of whole packets.

We also need to be able to increase the congestion window to
take advantage of newly available capacity in the network. Thisis
the “additive increase” part of AIMD, and it works as follows.
Every time the source successfully sends a congestion Window’s
worth of packets that is, each packet sent out during the last
round-trip time has been ACKed, it adds the equivalent of 1
packetto CongestionWindow.

Source Destination
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The congestion window isincremented as follows each time an ACK arrives:

Increment = MSS = (MSS/CongestionWindow)

CongestionWindow-+ = Increment

Ratherthan increment CongestionWindow by an entire MSS byteseach RTT,
we incrementit by a fraction of MSS every time an ACKiis received.

This pattern of continually increasing and decreasing the congestion window
continues throughout the lifetime of the connection. If we plot the current
value of CongestionWindow as a function of time, we get a saw tooth
pattern.

The source is willing to reduce its congestion window at a much faster rate
thanitis willingtoincrease its congestion window. In contrast to an additive
increase/additive decrease strategy in which the window wouldbe increase
by 1 packet whenan ACK arrives and decreased by 1 when a timeout occurs.

One reason to decrease the window aggressively and increase it
conservatively is that the consequences of having too large a window are
much worse thanthose of it beingtoo small. Forinstance, whenthe window
is too large, packets that are dropped will be retransmitted, making
congestion evenworse. Thus, itisimportant to get out of this state quickly.

Finally, since a timeout is an indication of congestion that triggers
multiplicative decrease, TCP needs the most accurate timeout mechanism it
can afford.

Two thingstoremember

e Timeouts are set as a function of both the average RTT
and the standard deviationinthataverage

e Due to the cost of measuring each transmission with an
accurate clock, TCP only samples the round-trip time
once per RTT using a coarse-grained clock.

1.0 2.0

4.2 Slow start

T
3.0 4.0 5.0 6.0 7.0 8.0 9.0 10.0
Time (seconds)

= Additive increase mechanism is the right approach to use when
the soruce is operatingclosetotheavailable capacity of the
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network, butittakestoo longto ramp upa connectionwhenitis
starting from scratch.

Slow start is used to increase the congestion window rapidly from
a cold start. It increases the congestion window exponentially,
rather thanlinearly.

The source starts out by setting CongestionWindow to one
packet. When the ACK for this packet arrives, TCP adds 1 to
CongestionWindowand then sends two packets. Uponreceiving
the corresponding two ACKs, TCO increments CongestionWindow
by 2, one for each ACK, and next sends four packets. The end
resultisthat TCP effectively doubles the number of packetsit has
intransit every RTT.

= Exponential growth, but slowerthanall at once

Source Destination

There are two differentsituations in which slow start runs.

e Attheverybeginningofaconnection,atwhichtime the

source has no idea how many packets it is going to be
able to haveintransitat a giventime.
In this situation, slow start continues to double
CongestionWindow each RTT until there is a loss, at
which time a timeout causes multiplicative decrease to
divide CongestionWindow by 2.

e When the connection goes dead while waiting for a
timeout to occur. Recall how TCP’s sliding window
algorithm works, when a packet is lost, the source
eventually reaches a point where it has sent as much
data as the advertised window allows, and so it blocks
while waiting for an ACK that will not arrive. A timeout
may eventually happen but by this time there are no
packetsintransit, meaningthatthe source will receive n
ACKsto clock the transmission of new packets.
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How does TCP’s congestionWindow

increase and decrease overtime? This
figure servestoillustratethe interplay
of slow start and additive
increase/multiplicative decrease.

10

20

30 40 50 6.0 70 80 90
Time (seconds)
We notice a rapid increase in the congestion window at the beginning of the
connection. This corresponds to the initial slowstart phase. The slow startphase
continues until several packets are lost at about 0.4 secondsinto the connection,
at whichtime CongestionWindow flattens out at about 34 kB.
The reason why the congestion window flattens is that there are no ACKs
arriving, due to the fact that several packets were lost. In fact, no new packets
are sentduringthistime, as denoted by the lack of hash marks at the top of the
graph.
A timeout eventually happens at approximately 2 seconds, at which time the
congestion windowis divided by 2, and CongestionThreshold is setto thisvalue.
Between 2and 4 seconds, additive increase.
At about 4 seconds, CongestionWindowflattens out, again due to a lost packet.
At about 5.5 seconds
o A timeout happens, causing the congestion
window to be divided by 2, dropping it from
approximately 22KB to approximately 11KB, and
CongestionThreshold is setto thisamount.
o CongestionWindowisresettoone packet,asthe
senderentersslow start.
o Slow start causes CongestionWindow to grow
exponentially until it reaches
CongestionThreshold
o CongestionWindowthen grows linearly.
The same pattern is repeated at around 8 seconds, when another timeout
occurs.

New problems:

e Loseup to halfa CongestionWindow’s worth of data
e longidle period.

4.3 Fast Retransmit and Fast recovery

Problem: The coarse-grained implementation of TCP timeouts led to long periods of time
duringwhich the connection went dead while waiting for at time to expire. Forthisreason, a

new mechanism called fast retransmit was added to TCP. Fast retransmit is a heuristic that
sometimes triggers the retransmission of a dropped packet soonerthanthe regulartimeout

mechanism. The fast retransmit mechanism does not replace regular timeouts. It just
enhances that facility.
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Idea: every time a data packet arrives at the

Sender Receiver o . . .

receiving side, the receiver responds with an

Packet 1 —_ — acknowledgement, even if this sequence
Packet2i~ "~ number has already been acknowledged. Thus,
Packet 3 "----ﬂ__%;'“"-f?___,_-;—-} AcKT when a packet arrives out of order, when TCP
Packet 4 =---_____:,.'--f"'ff___f:} ACK 2 cannot yet acknowledge the data the packet
- T contains because earlier data has not yet

Packet 5 ,_-::_:"' = ACK 2 arrived, TCP resends the same acknowledgment

Packet & -._%__d____;!--"ci

it sentthe lasttime. This second transmission of
the same acknowledgment is called a duplicate
ACK. When the sending side sees a duplicate

) ACK, it knows that the other side must have
, o received a packet out of order, which suggest

Retransmit | . .
packstd | that an earlier packet might have been lost.
Since it is also possible that the earlier packet
™| ACKE has only been delayed rather than lost, the
P sender waits until it sees some number of
- duplicate ACKs and thenretransmits the missing

packet.

In practice TCP waits until it has seen three
duplicate ACKs before retransmitting the packet.
The figure above illustrates how duplicate ACKs lead to a fast retransmit. We hereby see that the
destination receives packets 1 and 2, but packet 3is lost in the network. Thus, the destination will
send a duplicate ACK for packet 2 when packet 4 arrives, again when packet 5 arrives, and so on.
When the sender sees he third duplicate ACK for packet 2, the one sent because the receiver had

gotten packet6, it retransmits packet 3.
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The long periods during which the congestion window stays flat and no packets are sent has been
eliminated. In general, thistechnique is able to eliminate about half of the coarse-grained timeouts
on a typical TCP connection, resulting in roughly a 20% improvement in the throughput over what
could otherwise have been achieved.

The fast retransmit strategy does not eliminate all coarse-grained timeouts. This is because for a
small window size, there will not be enough packetsin transitto cause enough duplicate ACKs to be
delivered.

There is one last improvement we can make. When the fast retransmit mechanism signals
congestion, rather than drop the congestion window all the way back to one packet and run slow
start, it is possible to use the ACKs that are still in the pipe to clock the sending of packets. = fast
recovery
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5. Congestion-avoidance mechanisms

= TCP’s strategy is to control congestion once it happens, as
opposed to trying to avoid congestion in the first place. TCP
repeatedly increases the load imposes on the network in an
effort to find the point at which congestion occurs, and then it
backs off fromthis point.

= TCP needsto create lossestofind the available bandwidth of the
connection.
= congestion control

>< predict when congestion is about to happen and then to
reduce the rate at which hosts send data just before packets start
beingdiscarded.
= congestion avoidance
= Three mechanisms
Two possibilities

e Router-centric
o Explicitfeedback: DECbit
o Implicitfeedback: RED
e Host-centric: TCP Vegas

5.1 DECbit

Idea: more evenly split the responsibility for congestion control between the routersand the
end nodes. Each router monitors the load it is experiencing and explicitly notifies the end
nodes when congestionisaboutto occur. This notification isimplemented by setting a binary
congestion bitinthe packets that flow through the router. The destination hostthen copies
this congestion bit into the ACK it sends back to the source. Finally, the source adjusts its
sendingrate so as to avoid congestion.

Queue length A single congestion bit is added to the
packet header. A router sets this bit in a
Current packet if its average queue length is
time greater than or equal to 1 at the time the
packetarrives. Thisaverage queue length
is measured over a time interval that
: Time spans the last busy + idle cycle, plus the

| Previous | Current

cycle 1 oycle currentbusy cycle.

Averaging |
interval

This figure shows the queue length atarouter as a function of time. The router calculates the
area under the curve and divides this value by the time interval to compute the average
gueue length.
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Turningour attentiontothe host half of the mechanism, the source records how many of its
packets resultedin some router setting the congestion bit. In particular, the source maintains
a congestion wind, just as in TCP, and watches to see what fraction of the last window’s
worth of packetsresultedinthe bit beingset. If less than 50% of the packets hadthe bit set,
then the source increases its congestion window by one packet. If 50% or more of the last
window’s worth of packets had the congestion bit set, then the source decreases its
congestion windowto 0.875 times the previousvalue.

The value of 50% was chose as the threshold based on analysis that showeditto correspond

to the peak of the powercurve.

5.2 Random Early Detection (RED)

= Each routeris programmed to monitorits own queue length and,
whenitdetects that congestionisimminent, to notify the source
to adjustits congestion window. RED differs from DECbit scheme
intwo major ways.

Rather than explicitly sending a congestion notification
message to the source, RED is most commonly
implemented such that it implicitly notifies the source of
congestion by dropping one of its packets. Therefore, the
source is notified by the subsequent timeout or duplicate
ACK.

As the “early” part of the RED acronym suggests, the
gateway drops the packet earlier than it would have to,
so as to notify the source that it should decrease its
congestion windowsoonerthan it would normally have.
In a nutshell, the routerdrops afew packets before it has
exhaustedits buffer space completely, soasto causethe
source to slow down, with the hope that this will meanit
doesnothave to drop lots of packetslateron.

RED could easily be adapted to work with an explicit
feedback scheme simply by marking a packet instead of
droppingit.

In the details of how RED decideswhentodropa packet
and what packet it decides to drop, RED and DECbit also
differ.

Ex : consider a simple FIFO queue. Rather than wait for
the queue to become completely fulland then be forced
to drop each arriving packet, we could decide to drop
each arriving packet with some drop probability
wheneverthe queue length exceeds somedrop level. =
early random drop
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Algorithm:

e First, RED computes an average queue length using a
weighted running average similartothe one used in the
original TCP timeout computation.

AvglLen = (1 — Weight) = AvgLen + Weight =« SampleLen

Where 0<weight <1and SimplelLen is the length of the
gueue whenasample measurementis made.

The reason for using an average queue length rather
than an instantaneous one is that it more accurately
capturesthe notion of congestion.

e Second, RED has two queue length thresholds that
trigger certain activity: MinThreshold and MaxThreshold.
When a packet arrives at the gateway, RED compares the
current Avglen with these wo thresholds according to
the followingrules.

if AvgLen < MinThreshold

— gueue the packet

if MinThreshold < AvgLen < MaxThreshold
— calculate probability P
— drop the arriving packet with probability P

if MaxThreshold < AwvglLen

— drop the arriving packet

If the average queue length is smaller than the
lower threshold, no action is taken, and if the
average queue length is larger than the upper
threshold, then the packetisalwaysdropped. If
the average queue length is between the two
thresholds, then the newly arriving packet is
dropped with some probability p.

MaxThreshold MinThreshold

[

Avglen

The approximate relationship between P and AvglLenis showninthe figure below. The probability of
drop increases slowly when Avglen is between the two thresholds, reaching MaxP at the upper
threshold, at which pointitjumpsto unity.
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5.3 Source-Based Congestion Avoidance

= Mechanism for detecting the incipient stages of congestion,

before losses occur, from the end hosts.

Basic idea: watch for some sign from the network that some router’s queue is building up

and that congestion willhappen soonif nothingis done aboutit.

Ex: the source might notice that as packet queues build upinthe network’s routers, thereisa

measurable increasein the RTT for each successive packetitsends.

= The congestion window normally increases as in TCP, but every

two round-trip delays the algorithm checks to see if the current
RTT is greater than the average of the minimum and maximum
RTTs seen so far. If it is, then the algorithm decreases the
congestion window by one-eight.

Another algorithm does something similar. The decisions as to
whether or not to change the current window size is based on
changes to both the RTT and the window size. The window is
adjusted once every two round-trip delays based on the product
(CurrentWindow - OldWindow) x (Current RTT— OIdRTT)

e If the result is positive, the
source decreases the window
size by one-eight.

e |[f the result is negative or O, the
source increases the window by
one maximum packetsize.

NB: the window changes during

every adjustment. It oscillates

around its optimal point.
Third algorithm is based on the flattening of the sending rate.
Every RTT, it increases the window size by one packet and
compares the throughput achieved to the throughput when the
window was one packetsmaller. If the difference is less than one-
half the throughput achieved when only one packet was in
transit, as was the case at the beginning of the connection, the
algorithm decreases the window by one packet.
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This scheme calculates the throughput by dividing the numberof
bytes outstandingin the network by the RTT.

= Fourth algorithm: this one looks at changes in the throughput
rate or more specifically, changesin the sendingrate. Instead of
looking for a change in the slop of the throughput it compares
the measured throughput rate with an expected throughput rate.
=TCP Vegas

TCP VEGAS

Idea: the source watchesforsome sign that some router’s queueisbuilding
up and congestion will happen soon. Ex: RTT grows, sending rate flattens.
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CQueue size in router
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The first graph traces the connection’s congestion window. The middle and
bottom graphs depict new information. The middle graph shows the average
sending rate as measured at the source, and the bottom graph shows the
average queue length as measured at the bottleneck router. All three graphs

are synchronizedintime.

In the period between4.5and 6.0 seconds, the congestion window increases.
We expectthe observed throughputtoalsoincrease, butinsteaditstays flat
(cfr. Middle graph). This is because the throughput cannot increase beyond
the available bandwidth. Beyond this point, anyincreaseinthe window size
onlyresultsin packets taking up bufferspace at the bottleneck router.
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TCP Vegas measures and controls the amount of extra data this connection
has in transit. By extra data we mean data that the source would not have
transmitted had it been trying to match exactly the available bandwidth of
the network.

Goal of TCP: maintain the rightamount of extra data inthe network.

e If asource is sending too much extra data, it will cause
long delays and possibly lead to congestion.

e If a connection is sending too little extra data, it cannot
respond rapidly enough to transient increase in the
available network bandwidth.

= TCP Vegas’s congestion-avoidance actions are basedonchanges
in the estimated amount of extra data in the network, not only
on dropped packets.

ALGORITHM

e First define a given flow’s BaseRTT to be the RTT of a
packet when the flow is not congested. In practice,
BaseRTT issetto the minimum of all measured RTT’s. itis
commonly the RTT of the first packet sent by the
connection, before the router queues increase due to
trafficgenerated by this flow.

ExpectedRate = CongestionWindow /BaseRTT

e Second, TCP Vegas calculates the current sending rate,
ActualRate. This is done by recording the sending time
for a distinguished packet, recording how many bytes are
transmitted between the time that packet is sent and
when its acknowledgement is received, computing the
sample RTT for the distinguished packet when its
acknowledgement arrives, and dividing the number of
bytestransmitted by the sample RTT.

e Third, TCP Vegas compares ActualRate to ExpectedRate
and adjusts the window accordingly.

o Let Diff = ExpectedRate —ActualRate.
Difff is positive or 0 by definition, since
ActualRate> ExpectedRate. Therefore, we need
to change BaseRTT to the latest sampled RTT.

o We define two thresholds, a<B, corresponding
to having too little and too much extra data in
the network respectively.
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=  When Diff < a, TCP Vegas increase the
congestion window linearly during the
nextRTT

=  When Diff > 3, TCP Vegas decreases the
congestion window linearly during the
nextRTT.

=  When a< Diff < B, TCP Vegas leaves the
window unchanged.

= The farther away the actual throughput gets from the expected
throughput, the more congestion there is in the network. This

implies that the sending rate should be reduced. B triggers this

decrease.

= When the actual throughput rate gets too close to the expected

throughput, the connection is in danger or not utilizing the
available. atriggers thisincrease.

= The overall goal is to keep between a and B extra bytes in the

network.
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6. Quality of Service

The top graph traces the congestion window.
The bottom graph traces the expected and
actual throughput rates that govern how the
congestionwindowis set.

The goal is to keep the ActualRate between
these two thresholds, within the shaded region.
e Whenever ActualRate falls
below the shaded region,
TCP Vegas decrease the
congestion windowbecause
it fears the too many packets
are being buffered in the

network.
e Whenever ActualRate goes
above the shaded region, TCP
Vegas increases the congestion
because it fears that it is

underutilizing the network.

For many years, packet-switched networks have offered the promise of supporting
multimedia applications that combine audio, video, and data.

Actually, once digitized, audio and video information becomes like any otherform of data, a
stream of bits to be transmitted. One obstacle to the fulfillment of this promise has beenthe

need forhigher-bandwidth links.
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Actually, there is more to transmitting audio and video over a network than just providing

sufficient bandwidth.

Ex: participants in a telephone conversion expect to be able to converse in such a way that
one person can respond to something said by the otherand be heard almostimmediately.

=

Timeliness of delivery can be very important. We refer to
applications that are sensitive to the timeliness of data as real-
time applications.

Ex: in industrial control, you would like a command send to a
robot arm to reach it before the arm crashes into something.
Even file transfer applications can have timeliness constraints,
such as a requirement that a database update complete
overnight before the business that needs the data resumes on
the nextday.

These applications need some sort of assurance from the
network, thatdataislikelytoarrive ontime.

The best-effort model, in which the network triestodeliver data
but makes no promises andleavesthe cleanup operation to the
edges, isnotsufficient forreal-time applications.

6.1 Application Requirements

We can divide applicationsintotwo types

Real-time

Non real-time. They are sometimes called traditional data
applications since they have traditionally been the major
applications found on data networks. They can work without
guarantees of timely delivery of data. They are able to stretch
gracefullyinthe face of increased delay.

REAL-TIME AUDIO EXAMPLE

% _— Sampler,

Microphone ] A-=D

Buffer,

'I| | comverter
I*I,lhl

m m A -'“I,Il'llllp Speaker

Data is generated by collecting samples from a microphone and digitizing them using an

analog-to-digital (A = Converter). The digital samples are placed in packets, which are
transmitted across the network and received atthe otherend. Atthe receiving host, the data

must be played back at some appropriate rate.

We can think of each simple as having a particular play back time: the pointintime at which

it is needed in the receiving host. If data arrives after its appropriate playback time, either
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because it was delayed in the network or because it was dropped and subsequently
retransmitted, itis essentially useless.

= One way to make our voice application work would be to make

sure that all samples take exactly the same amount of time to
traverse the network.

The left-hand diagonal line shows packetsbeing

Packst Y generated ata steady rate. The wavylineshows
. amval/__ when the packets arrive, some variableamount
é Packst || of time afterthey were sent, depending on what
. generato? e they encountered in the network. The right-hand
E; Network l/ Buffer diagonal line shows the packets being played
@ delay

back at a steady rate, after sitting in the
playback bufferforsome period of time.Aslong
as the playback line is far enough to the right in
Time time, the variation in network delay is never

noticed by the application.
However, if we move the playbackline alittle to the left, then some packets willbeginto arrive too

late to be useful.

= Foran audioapplication, there are limits to how far we can delay
playing back data. It is hard to carry on a conversion if the time
between when you speak and when your listener hears you is
more than 300ms. So, what we want from the network in this
case isa guarantee that all our data will arrive within 300ms. The
bigger the delay, the more useless an application is. A 300ms
delayisratherbiganda consequence thereof willbeadecrease
inthe quality perceived.
o If data arrives early, we buffer it
until its correct playback time.
o If it arrives late, we have no use
foritand mustdiscard it.

VolP: QoS REQUIREMENTS

e Availability: fraction of time that connectivity is
available. High availability means 99,99% (5 min
downtime/year)

o Packet loss: percentage of packets dropped. Occasional
loss of a single packet (20 msec) can be tolerated. More
than 1% lossis not acceptable.

o Delay: time it takes to reach the endpoint. 150msec is
acceptable. More than 200msec causes unacceptable
degradation.

e lJitter: delay variation. More than 30msec causes
significant degradation.

o Throughput: available bandwidth.
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o From 64Kbps (no compression) downto 5.3 Kbps
(with  compression -> quality decrease),
depending on CODEC.

o Including packet headers (50 bytes): from 84
Kbpsto 28 Kbps.

= Asdelayincreases, the usersatisfaction tend to decrease.

TAXONOMY OF REAL-TIME APPLICATIONS

Applications

Elastic Real time

\ntolérant Tnlérant
Nonadaptive Adaptve

Rate aciapti\re Delay édapwe

e Tolerance of loss of data. Losses might occur because a packetarrived too late to
be played back as well as arising from the usual causesinthe network. One lost
audio sample could be considered as acceptable. It is only as more and more
samples are lost that quality declines to the point that the speech becomes
incomprehensible. On the other hand, some applications may be intolerant to
losses!

Ex: a robot control program cannot tolerate loss. Losing the packetthat contains
the command instructing the robotarm to sop is unacceptable.
= Real-time applications are more tolerant of occasional loss than
non-real time applications.

e Applications could also be characterized by their adaptability. For instance, an
audio application might be able to adapt to the amount of delay that packets
experience as they traverse the network.

Playback point adjustment may be fairly easy and it could be implemented for
several voice applications such as the audio teleconferencing programknown as
vat. Playback point adjustment can happen in either direction, but doing so
actuallyinvolves distorting the payed-back signal during the period of adjustment
and that the effects of this distortion will very much depend on how the end user
usesthe data.

We would advance the playback point only when it provides a perceptible
advantage and only when we have some evidence that the number of late
packets will be acceptably small.
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= Applications that can adjust their playback point are delay-
adaptive applications
e Anotherclass of adaptive applicationsis rate adaptive.

APPROACHES TO QoS SUPPORT

= We needaservice model with notjust one class but with several
classes, each available to meet the needs of some set of
applications.

Two broad categories
e Fine-grained approaches:
provide QoS to individual
applications orflows
e Coarse-grained approaches:
provide QoS to large classes of
data or aggregated traffic.

6.2 Integrated Services (RSVP)

SERVICE CLASSES

e Guaranteedservice: the network should guarantee that
the maximum delay that any packet will experience has
some specified value. The application can then set its
playback pointsothat no packet will everarrive after its
playback time.

= Intendedforintolerantapplications

e Controlledload:itwas motivated by the observation that
existingapplications run quite wellon networksthat are
not heavily loaded.

The aim of controlled load service istoemulatealightly
loaded network for those applications that request the
service, eventhough the network asa whole mayin fact
be heavily loaded.

= Useful fortolerant/adaptive applications

OVERVIEW OF MECHANISMS

Whereas with a best-effort service we canjust tell the network where we wantour packets
to go and leaveitlike that, a real-time service involves telling the network something more
aboutthe type of service we require.

We may give it qualitative or quantitativeinformation.
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FlowSpec: in addition to describing what we want, we
need to tell the network something about what we are
goingtoinjectintoit.

Admission control: networks need to decide if service
can be provided withoutimpacting existing flow. Ex:if 10
usersask fora service in which each will consistently use
2 Mbps of link capacity, and they all share a link with 10
Mbps capacity, the network will have to say no to some
of them.

Resource reservation: mechanism to exchange service
request, FlowSpecs and admission control decisions.
Packet classifying and scheduling: network nodes have
to queue and schedule packetsinthe appropriate wayin
orderto meetthe requirements of the flows.

RSpec: part that describes the service requested from
the network. This is very service specific and relatively

easy to describe.

TSpec: this part describes the flow’s traffic characteristic.
We needtogive the network enoughinformationabout
the bandwidth used by the flow to allow intelligent
admission control decisions to be made. The bandwidth
used by the flow might vary constantly. Itis not a single
number.

One way to describe the bandwidth characteristics of
sources is called a token bucket filter. It has two
parameters:

o Atokenrater

o AbucketdepthB

= To be abletosenda byte, | musthave a toke. Tosenda packetof
lengthn, | need ntokens. I start with no tokensand| accumulate
them at a rate of r per second. | can accumulate no more than B
tokens. So, | can send a burst of as many as B bytes into the
network as fast as | want, but over a sufficiently long interval |
can’t send more thanr byte persecond.

This information is very helpful to the admission control
algorithmwhenittriestofigure out whetheritcan accommodate
anew requestforservice.
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Flow B

Flow A

Bandwidth iMBps)

1 2 3 4
Time (seconds)

Assume that each flow can send data as
individual bytes rather than as packets. Flow A
generate data at a steady rate of 1MBps, so it
can be described by a token bucket filter with a
rate r = 1 MBps and a bucket depth of 1 byte.
This means that it receives tokens at a rate of 1
MBps but that it cannot store more than 1
token. It spends them immediately.

Flow B alsosends at a rate that averagesoutto 1
MBps overthe longterm, but does so by sending
at 0.5 MBps for 2 seconds and then 2 MBps for 1
second.

Since the token bucket rate ris, in a sense, a long-term average rate, flow A can be described by a

token bucket with a rate of 1 MBps. Unlike flow A, however, flow Bneeds abucketdepth B of at least
1 MB, so that it can store up tokens while itsends atless than 1 MBps to be usedwhenit sends at 2

MBps. For the first 2 secondsin thisexample, it receives tokens at arate of 1 MBps butspends them

at only 0.5 MBps, so it can save up 2x0.5 =1 MB of tokens, which it then spends in the third second
(alongwiththe new tokens that continue to accrue in that second) to send data at 2 MBps.

= Ingeneral,itisgoodto be as explicitabout the bandwidth needs
of an application as possibleto avoid over-allocation or resources

inthe network.

ADMISSION CONTROL

When some new flow wants toreceive a particularlevel of service, admission control

looks at the TSpec and RSpec of the flow and tries to decide if the desired service can
be provided to hat amount of traffic, given the currently availableresources, without

causingany previously admitted flow to receive worse service thanithad requested.
Ifit can provide the service, the flowisadmitted. If not, thenitis denied.

= The hard partis figuring out when to say yes and when to say no.

Admission control is very dependent on the type of request service and on the

qgueuingdiscipline.

/!\ Admission control should not be confused with policing.

RESERVATION PROTOCOL

Admission control: per-flow decision to admit a new
flow or not.

Policing: function applied on a per-packetbasisto make
sure that a flow conforms to the TSpec that was used to
make the reservation. If a flow does not conform to its
TSpec, for instance, because it is sending twice as many
bytes per second as it said it would, then it is likely to
interfere with the service provide to other flows, and
some corrective action must be taken.
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IETF standard: Resource Reservation Protocol (RSVP)

One of the key assumptions underlying RSVP is that it should not detract from the robustness
that we find in today’s connectionless networks. Because connectionless networks rely on
little or no state being stored in the network itself, it is possible for routers to crash and
reboot and for links to go up and down while end-to-end connectivity is still maintained.

RSVP tries to maintain this robustness by usingthe idea of soft state inthe routers.

Two messages: PATH and RESV

RSVP tries to maintain this robustness by using soft state
in the routers. In contrast to hard state found in
connection-oriented networks, soft state doesnot need
to be explicitly deleted when it is no longer needed. It
times out after some fairly short period if it is not
periodically refreshed.

RSVP aims to support multicast flows just as effectively
as unicast flows.

Receiver-oriented approach: One of the insights of
RSVP’s designer’s is that most multicast applications
have many more receivers than senders, as typified by
the large audience and one speaker for alecture. Also,
receivers may have differentrequirements.

o The receiver needs to know what traffic will be
received (TSpec) so that it can make an
appropriate reservation.

o Pathalongwhichtrafficwill be received must be
known so that the receiver can establish a
resource reservation ateach routeron the path.

PATH: the source transmits a PATH message with TSpec
to the receiver. Every router can figure out from which
upstreamrouterthis message came.
RESV: the receiver responds with RESV request
containing RSpec + TSpec. Each router tries to allocate
necessary resources and passes RESV to the next
upstreamrouter.
= As long as the receiver wants to
retain the reservation, it sends
the same RESV message about
once every 30 seconds.

= Now we can see what happens whena routeror link
fails.
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Routing protocols will adapt to the failure and create a new
path fromsendto receiver. If all goes well, it will establish a
new reservation on the new path. Meanwhile, the routers
that are no longer on the path will stop getting RESV
messages, and these reservations will time out and be
released. RSVP deals quite wellwith changesintopology, as
longas routing changes are not excessively frequent.

=>» How to cope with multicast, where there
oo may be multiple senders to a group and

ot |- E8— &3 multiple receivers.
PATH \ First, let’'s deal with multiple receivers for a
BN single sender. As a RESV message travels up the
&‘{9 . m;:lticasttree, i'iliqs Iikelyth hi'Ea piece Of;he trr‘ee
sy - where some other receiver’s reservation has
\"\.\ = already been established. It may be the case that
pu the resources reserved upstream of this point
t’%&w_ are adequate toserve bothreceivers. Ingeneral,
reservations can be merged to meet the needs

of all receivers downstream of the merge point.
If there are also multiple senders in the tree, receivers need to collect the TSpecs from all senders

and make a reservationthatis large enough to accommodate the trafficfrom all senders.

RSVP has different reservation styles to deal with such
optionsas:

e Reserveresourcesforall speakers
e Reserveresourcesforanynspeakers

e Reserve resources for speakers A and B
only.

PACKET CLASSIFYING AND SCHEDULING

= Deliverthe requested service to the data packets.

Two thingsthatneedto be done

o Classifying packets: Associate each packet with the
appropriate reservation so that it can be handled
correctly. This is done by examining up to five fields in
the packet: the source address, the destinationaddress,
the protocol number, the source port, and the
destination port.

e Packet scheduling: Manage the packetsinthe queues so
that they receive the service that has been requested.
The FIFO queuing is no longer sufficient. Hence, more
sophisticated queue managementis required.
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= Separate queue for each flow with
Guaranteed service: que gets certain
share of bandwidth and can guarantee
delay bound.

= Only one global queue for aggregated
Controlled Load might be sufficient.

Policing and shaping

e Make sure flow conforms specification

e Token bucket can also be used for this
purpose

e Corrective action: drop or mark packet

6.3 Differentiated Services (EF, AF)

= The Differentiated Services model allocates resourcesto a small
number of classes of traffic. Some proposed approaches to
DiffServ simply divide traffic into two classes (best-effort and
premium).

We will need some way to figure out which packets are premiumand whichare regular old
best effort. Rather than using a protocol like RSVP to tell all the routers that some flow is
sending premium packets, it would be much easier if the packets could just identify
themselvestothe router whentheyarrive. Fortwo classes: one bitis sufficient. Indeed, this
could be done by using a bitin the packet header, if that bit is a 1, the packet is a premium
packet,ifitisa 0, the packetis besteffort.

= Who setsthe premium bitand under what circumstances?

= What doesarouterdo differently whenitseesapacketwith the
bitset?

No reservation protocol is required.

e Packetsidentify themselvesto arouterwhentheyarrive.

e Individual routertakes appropriate action depending on marking

e PerHop Behavior (PHB) instead of end-to-end reservation. In otherwords, they
define the behavior of individual routers rather than end-to-end services.
Because there is more than one new behavior, thereisalsoaneedformorethan
1 bitinthe packet headertotell the routers which behaviortoapply.

THE EXPEDITED FORWARDING (EF) PHB

= Packets marked for EF treatment should be forwarded by the
router with minimal delay and loss.

The only way that a router can guarantee this to all EF packets is
if the arrival rate of EF packets at the router is strictly limited to
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be lessthanthe rate at which the router can forward EF packets.
The rate limiting of EF packets is achieved by configuring the
routers at the edge of an administrative domain to allow a
certain maximum rate of EF packetarrivalsinto the domain.

A simple approach would be to ensure that the sumof the rates
of all EF packets enteringthe domainislessthanthebandwidth
of the slowest linkinthe domain.

Use priority queuing (PQ) for this class. An alternative is WFQ
(weighted fair queuing) between EF packets and other packets,
with the weight of EF set sufficiently high thatall EFpackets can
be delivered quickly.

AQM (Active Queue Management) should not be applied since
the trafficdoes not respond dynamically to packet drops.

THE ASSURED FORWARDING (AF) PHB

P (drop)

MaxP

= The AF PHB has its roots in an approach known as RED with In
and Out (RIO) or Weighted RED, both of which are enhancements
to the basic RED algorithm.

We see drop probability onthe y-axisincreasing
as average queue length increases along the x-
axis. We now have two separate drop probability
curves corresponding to the two classes of
traffic. RIO calls the two classes “in” and “out”.
Because the “out” curve has a lower

AvoLen MinThreshold thanthe “in” curve, itisclearthat

Miny

M,n_‘_"_"""Méxm . under low levels of congestion, only packets

marked “out” will be discarded by the RED
algorithm.
If the congestion becomes more serious, a high percentage of “out” packets are

dropped, and then if the average queue length exceeds Min;,, RED starts to drop in
packetsas well.

The effectiveness of a mechanism like RIO depends to some extent on correct
parameter choices, and there are considerably more parametersto set forRIO.

Oneinteresting property of RIO is that it does not change the order of “in” and “out”
packets. If a TCP connection is sending packets through a profile meter, and some
packets are being marked “in” while others are marked “out”, those packets will
receive different drop probabilities in the router queues, butthey will be delivered to
thereceiverinthe same orderin whichthey were sent.

This is important for most TCP implementations, which perform much better when
packetsarriveinorder, evenif they are designed to cope with misordering.
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A third way to provide Differentiated Services is to use the DSCP value to determine
which queue to puta packetintoina weighted fair queuing scheduler. We mightuse
one code point to indicate the best-effort queue and a second code point to select
the premium queue. We then need to choose aweightforthe premium queue that
makes the premium packets get better service than the best-effort packets.

DSCP: 000000

MPLS and QoS

Problems

- IntServ:limited scalability (state perflow)
- DiffServ: only aggregates classes, no end-to-end guarantee perflow.

MPLS combines datagram and VCapproach

- IProuting + label switching
- lLabelstackingallows aggregation

TrafficEngineering (TE) and Explicit Routing

- Possible to create LSP (Label Switch Path) with bandwidth reservation end-to-end

- CSPF:select path that guarantees QoS requirements
- Makes use of RSVP for signaling

MPLS incorporates features from both IntServ and DiffServ

- IntServ-like bandwidth reservation per flowover LSP

- DiffServ-like aggregates can be mapped onto LSPs

- Forwarding Equivalence Class (FEC) based on one or more parameters: |P
addresses, port numbers, protocol number, network prefix, DSCP, ...

- PHB basedon label: queue selection and discard policy.

6.4 Equation-Based Congestion Control

= TCP is not appropriate for real-time applications as it appears to
be too slow. One reason is that TCP is a reliable protocol, and
real-time applications often cannot afford the delaysintroduced
by retransmission.

= What if we were to decouple TCP from its congestion control
mechanism, to add TCP-like congestion control to an unreliable
protocol like UDP? Could real-time applications make use of such
a protocol?
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Itis possible toadd TCP-friendly congestion-control algorithms. Thesealgorithms have two

main goals:

Slowly adapt the congestion window. This is done by
adaptingoverrelatively longertime periodsrather than
one per-packet basis. This smooths out the transmission

rate.

To be TCP friendlyinthe sense of being fairto competing

TCP flows. This is often enforced by ensuring that the
flow’s behavior adheres to an equation that models
TCP’s behavior.
= equation-based congestion control

Rate o< (

1

RTT x./p

)

o The receiver must

periodically report the
loss rate p. Ex: it might
report that it failed to
receive 10% of the last
100 packets.

The larger the loss rate,
the lower the
throughput.

The sender adjusts the
sending rate. An
adaptive application
reacts to rate changes.
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CHAPTER 7: END-TO-END DATA

1. Introduction

From a network’s perspective, application programs send messages to each
other. Each of these messagesisjustan uninterrupted string of bytes.

Form the application’s perspective, these messages contain various kinds of data:
arrays of inters, video frames, lines of text, digital images, etc. in other words,
these bytes have ameaning.

Different concerns

e Framing problem: The receiver must be able to extract the
same message fromthe signal as the transmittersent.

e We should make the encodingas efficient as possible.

e Video-capable consumerdevicesare proliferating

e |sthere enoughbandwidth

e What withincompatiblevideoformats?

2. Presentation Formatting

= One of the most common transformations of networks data is
from the representation used by the application programinto a
form that is suitable for transmission over a network and vice
versa.
= presentation

Application Application The sending program translatesthe datait wants
dala data to transmit from the representation it uses
internally into a message that can be
Fresaniaion Erosoriation transmitted overthe network. Thatis, the datais
encoding decoding encoded ina message (= unmarshalling).
| f On thereceivingside, the applicationtranslates
|Me-5-5:3ge| |I'n.‘e-ssagra-| | I'.'Iessag—:-l

this arriving message into a representation that
it can then process. The message is decoded. (=
marshalling).

Computersrepresentdatain different ways depending onthe architecture.

Floating point numbers

Own nonstandard format

Differentsizes: 16-bit, 32-bit, 64-bit

Two’s complement notation >< binary coded decimal. In a two’s complement
notation, each numberis represented by a block of bits.

Signed >< unsigned
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e Big-endianform ><little-endian (Intel x86)

Application programs are writtenin differentlanguages, which makes encoding more difficult.

2.1 Taxonomy

DATA TYPES

= What data typesthe systemis goingto support?

.

o
I |
(.

!

/; rgumeant marshaller

CONVERSION STRATEGY

Application data structure

Base types: integers, floating-point numbers, and
characters. + ordinal types and Booleans.
Flattypes:structuresand arrays.

Complextypes: built using points. The data structure that
one program wants to send to another might not be
containedina single structure, but mightinstead involve
points from one structure to another.

Depending on how complicated the type system
is, the task of argument marshalling usually
involves converting the base types, packing the
structures, and linearizing the complex data
structures, all toform a contiguous message that
can be transmitted overthe network.

= Once the type system is established, the next issue is what
conversion strategy the argument marshaller will use.

Canonical intermediate form: settle on an external
representation foreach type. The sending host translates
from its internal representation to this external
representation, before sending data, and the receiver
translates fromthis external representationintoitslocal
representation when receiving data.

Preferredif many differentarchitectures exist.
Receiver-makes-right: the sender transmits data in its
own internal format. The sender does not convert the
base types, but usually has to pack and flatten more
complex datastructures. The receiveris then responsible
for translating the datafromthe sender’'sformatinto its
own local format.

Problem: every host must be prepared to convert data
fromall other machine architectures.

This strategy is preferred if most hosts are using similar
architecture.
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= How doesthereceiverknow whatkind of datais containedin the

message itreceives?

e Tagged data

A tagis any additional information included in a message, beyond

the concrete representation of the base types, that helps the
receiverdecodingthe message.

Several possible tags that might be included in a message:

type=
INT

| | |
len=4 walue =417892
|

e Untaggeddata
= How doesthereceiverthen know how todecode the datain this

case?

STUBS

Type tag: indicates that
the value that follows is
an integer, floating-point
number, ...

Length tag: indicate the
number of elements in
an array or the size of an
integer.

Architecture tag: might
be used in conjunction
with the receiver-makes-
right strategy to specify
the architecture on
which the data
contained in the
message was generated.

It knows because it was programmed to know.

Although it works for most cases, the one place it
breaks downiswhensendingvariable-lengtharrays.

In such a case, a length tag is commonly used to
indicate how longthe array is.

Stub: piece of code that implements argument marshalling. Stubs are typically used to support RPC.
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On the client side, the stub marshals the procedure
arguments into a message that can be transmitted by
means of the RPC protocol.
On the server side, the stub converts the message back
into a set of variables that can be used as arguments to
call the remote procedure.

External Data Representationisthe network format used with SunRPC.

Supports the entire C-type system with the exception of
function pointers

Definesacanonical intermediateform

Does not use tags (excepttoindicate array lengths)

Use compiled stubs

Integer: An XDR integer is a 32-bit data item that encodes a C integer. It is
represented in two’s complement notation, with the most significant byte of the C
integer in the first byte of the XDR integer. That is, XDR uses big-endian format for

integers. It supports both signed and unsigned integers.

Array: XDR representsvariable-length arrays, by first specifyinganunsigned integer
(4 bytes) that gives the number of elements in the array, followed by that many

elements of the appropriate type.

f—— Count ——

Name

! Example of a C structure and the XDR

routine that encodes/decodes this

i structure. It depicts XDR’s on-the-wire

= | representation of this structure when the

ASN.1

field nameissevencharacterslongandthe
array list has three valuesinit.

Abstract Syntax Notation One is an ISO standard that defines, among other things, a
representation fordatasentovera network.

The representation-specific part of ASN.1is called the Basicencodingrules.

e [tsupportsthe C-type system without function pointers

e Definesacanonical intermediateform
e Uses typetags
e Itsstubscan be eitherinterpreted orcompiled.

ASN.1representseach dataitem with a triple of the form <tag, length, value>.
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e This tagis typically an 8-bit field, although ASN.1 allows
for the definition of mutibyte ttags.

e The length field specifies how man bytes make up the
value

e Compound data types such as structures, can be
constructed by nesting primitive types.

| type | length | type | length |--— value —--| type | length |--—\-:3Iue—--|

valua

NDR

Network Data Representation (NDR) is the data-encoding standard used in the Distributed
Computing Environement.

e Uses receiver-makes-right. It does this by inserting an architecture tag at the
front of each message. Individual dataitems are untagged.

] 4 B 16 24 3
| nbe-;'Rep| CharRap | FloatRep | Extension 1 | Extension 2 I

The above figure illustrates the 4-byte architecture definition tag that isincluded
at the front of each NDR-encode message.

o Thefirstbyte contains two 4-bit fields.

o The first field, IntegrRep, defines the format for all
integers contained in the message. A 0 in this field
indicates big-endian integers, and a 1 indicates little-
endianintegers.

e The CharRep field indicates what character format is
used. 0 meansASlland 1 means EBCDIC.

e The FloatRep byte defines which floating-point
representationis beingused.

o Thefinal 2 bytesare reserved forfuture use.

2.3 Markup languages (XML)

= How doesa webserverdescribe a Web page so that anynumber
of different browsers know what to display on the screen?
In that specific case, we use HTML. This language indicates that
certain character strings should be displayed in bold or italics,
what font type and size should be used, and where images
should be positioned.
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Besides, the popularity of the Web and availability of all sorts of
applicationsand dataon ithave also created a situationinwhich
different Web applications need to communicate with each other
and understand each other’s data.

Approach taken in the Web to enable such communication:
Extensible Markup Language (XML). XML is a framework for
defining different markup languages for different kinds of data.
Such languages, HTML and XML, take the tagged data approach
to the extreme. Dataisrepresented as text, and text tags known
as markup are intermingled with the data text to express
information about the data.
= In the case of HTML, markup merely
indicates how the text should be

displayed
= XML expressesthe type and structure of
the data.
1xml version="1.0"7
employee
<namexJohn Doed/name>
<titlerHead Bottle Washer<stitle>
Cid»123456789</ id
<hiredate>
day»5</day>
month>Junes /month:
year»19B86</ year?
</hiredate

fomplaoyes

= XML has to solve a common problem, that of name clashes. The

problem arises because schema languages such as XML Schema
support modularity in the sense that a schema can be reused as
part of anotherschema.

Ex: Suppose two XSDs are defined independently, and both
happentodefine the markup name idNumber. Perhapsone XSD
uses that name to identify employees of a company, and the
other XSD uses it to identify laptop computers owned by the
company. We might like to reuse those two XSDs in a third XSD
for describing which assets are associated with which employees,
but to do that we need some mechanism for distinguishing
employees’ idNumbers from laptop idNumbers.

A possible solution to this problem is XML namespaces. A
namespace is a collection of names. Each XML namespace is
identified by a Uniform Resource Identifier.

targetNamespace="http://wew.example.com/employea”
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3. Multimedia Data

= Multimediadatacomprisesaudio, video, and stillimages. It now
makes up the majority of traffic on the Internet by many
estimates.
Part of what has made the widespread transmission of
multimedia across networks possibleis advancesin compression
technology.
Challenges: you wantto try to keep the informationthatis most
importantto a human, while getting rid of anything that does not
improve the human’s perception of the visual or auditory
experience.

The uses of compression are not limited to multimedia data. Ex:
Zip or compress files before sending them over a network, or
uncompress datafile after downloading.

Lossless compression >< lossy compression

= Compression used for multimedia data, does not promise that
the data receivedis exactly the same as the data sent.

3.1 Lossless Compression Techniques

In many ways, compressionisinseparable from dataencoding. When thinkingabout how to
encode a piece of datain a set of bits, we might justas well thinkabouthow to encode the
datainthe smallest set of bits possible. Forexample, if you have ablock of data thatismade
up of the 26 symbols A through Z, and if all of these symbols have an equal chance of
occurringin the data block you are encoding, then encoding each symbol in 5bitsisthe best
you can do (since 25 = 32 is the lowest power of 2 above 26). If, however, the symbol R
occurs 50% of the time, thenit would be a good ideato use fewerbitstoencode the R than
any of the other symbols. In general, if you know the relative probability that each symbol
will occurin the data, then you can assign a different number of bitsto each possible symbol
in a way that minimizes the number of bits it takes to encode a given block of data. This is
the essential idea of Huffman codes, one of the important early developments in data
compression.

WHEN TO COMPRESS

It might seem that compression data before sending it would always be a good idea, since
the network would be able to deliver compressed datain less time than uncompressed data.
But thisis not necessarily the case.
= Compression and decompression algorithms ofteninvolve time-
consuming computations. Isitworth it?
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For many compression algorithms we may not need to compress the whole data set before
beginning transmission (videoconferencing would be impossible if we did), but rather we
needto collect some amount of data first.

RUN LENGTH ENCODING

= Simple compression technique.
Idea: replace consecutive occurrences of a given symbol with
only one copy of the symbol, plus a count of how many times

that symbol occurs.
AAABBCDDDD would be encoded as 3A2B1C41D.

RLE turns out to be useful for compressing some classes of
images. It can be usedin this context by comparing adjacent pixel
valuesandthenencoding only the changes. Forimagesthat have
large homogeneous regions, this technique is quite effective.

DIFFERENTIAL PULSE CODE MODULATION (DPCM)

Idea: first output a reference symbol and then, for each symbol in the data, output the
difference between thatsymbol and the reference symbol.

Ex: using A as the reference symbol, the string AAABBCDDDD would be encoded as
A0001123333. Because A is the same as the reference symbol, B has a difference of 1 from
the reference symbol, etc. As soon as the difference becomes too large, a new reference
symbolisselected.

Benefit: when the differences are small, they can be encoded with fewer bits than the
symbol itself.

DPCM works better than RLE for most digital imagery, since it takes advantage of the fact
that adjacent pixels are usually similar. Due to this correlation, the dynamic range of the
difference between the adjacent pixel values can be significantly less than the dynamicrange
of the original image. Therefore, this range can be represented using fewer bits.

DELTA ENCODING

Idea: itencodes a symbol asthe differencefrom the previous one.
Ex: AAABBCDDDD would be represented as A001011000.

Thisencodingis likely towork well forencoding images where adjacent pixels
are similar. It is also possible to perform RLE after delta encoding, since we
might find long strings of Os if there are many similar symbols next to each
other.

DICTIONARY-BASED METHODS
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Idea: build a dictionary (table) of variable-length strings that you expect to
findinthe data and thento replace each of these stringswhenitappearsin
the data with the correspondingindexto the dictionary.

Ex: instead of working with individual charactersin text data, we could treat
each word as a stringand outputthe indexin the dictionary forthat word.

To give an example, the word compression has the index 4978 in one
particular dictionary. To compress a body of text, each time the string
“compression” appears, itwould be replaced by 4978.

= Where doesthe dictionary come from? One optionistodefine a
staticdictionary, preferably one thatistailored forthe databeing
compressed. Amore general solutionistoadaptivelydefine the
dictionary based onthe contents of the data being compressed.

3.2 Image representation and compression (GIF, JPEG)

= ThelSO defined adigital image formatknown asJPEG.JPEGisthe
most widely used formatforstill imagesin use today.

= Many techniques used in JPEG also appear in MPEG, the set of
standards for video compression and transmission.

Digital images are made up of pixels. Each pixelrepresentsone location in the two -
dimensional grid that makes up the image, and for colorimages each pixel has some
numerical value representing a color. There are lots of ways to represent colors,
referredto as color spaces. The most commonly usedis RGB (Red, Green, Blue).

The encodingand transmission of colorimages requires agree ment between the two
ends on the color space. Otherwise, you would end up with different colors being
displayed by the receiverthan were captured by the sender.

GRAPHICALINTERCHANGE FORMAT (GIF)

GIF usesthe RGB colorspace and starts out with 8 bitsto representeach of the three
dimensions of color fora total of 24 bits.

Ratherthan sendingthose 24 bits per pixel, GIF first reduces 24-bit colorimages to 8-
bit colorimages. Thisis done by identifying the colors used inthe picture, and then
picking the 256 color that must closely approximate the colors used in the picture.
There might be more than 256 colors, however, sothe trickisto try not todistortthe
color too much by picking 256 colors such that no pixel has its color changed too
much.

= This is a lossy compression for any picture with more than 256
colors.

= Using this approach, GIF is sometimes able to achieve
compression ratios on the order of 10:1. But only when the
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image consists of a relatively small number of discrete colors. Ex:
Graphical logos.

The JPEG format is considerably more well suited to photographic
images. It does not reduce the number of colors like GIF. Instead,
it starts off by transforming the RGB colors to the YUV space.

YUV and RGB are alternative ways to describe a point in a 3-
dimensional space. And it is possible to convert from one color
space to another.

Once the image has been transformed into YUV space, we can
thing about compression each of the three components
separately. We wantto be more aggressive incompressingthe U
and V components, to which human eyesare less sensitive. One
way to compress the U and V componentsisto subsample them.

Idea: take a number of adjacent pixels, calculate the average Uor
V value for that group of pixels, and transmit that, rather than
sendingthe value forevery pixel.

Y v The Iluminance (Y) component is not
subsampled, sothe Yvalue of all the pixels will
be transmitted asindicated by the 16x16 gird of
pixels on the left. In the case of Uand V, we
treat each group of four adjacent pixels as a
‘ group, calculate the average of the U or V value
for that group, and transmit that.
Hence, we end up withan 8x8 gridfor U and V values to transmit.

In this example, for every four pixels, we transmit six values (4 Y and each of U and V), rather than
the original 12 values (4 each for all three components), fora50% reductionininformation.

You could be either more or less aggressive in the subsampling, with corresponding increase in
compression and decrease in quality.

Once subsamplingis done, we now have three grids of pixels to deal with, and each oneisdealtwith
separately.

JPEG compression of each component takes place in three phases. On the compression side, the
image isfed through these three phases one 8x8block at a time.

e It phase:appliesthe discrete cosinetransform (DCT) to the block. If we think of
the image as a signal in the spatial domain, then DCT transforms this signal into
an equivalentsignal in the spatial frequency domain. Thisisalossless operation
but a necessary precursorto the nextlossy step.
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e 2" phase:appliesaquantization tothe resulting signal and, in so doing, loses the
leastsignificantinformation contained in that signal.
e 3" phase: encodes the final result, but in so doing, also adds an element of

lossless compression tothe lossy compression achieved by the first two phases.

DCT PHASE

= Discrete Cosine Transform

= Decompressionfollowsthesesame three phases, butinareverse

order.

JPEG compression
Sourca |, |Compressad
image DCT |—'-| Cusntization |—"| Encoding I image

This transformation is closely related to the fast Fourier Transform (FFT). It takes an 8x8 matrix of
pixel values as input and outputs an 8x8 matrix of frequency coefficients. So, you can think of the
input matrix as a 64-point signal thatis defined in two spatial dimensions. DCT breaks thissignalinto

64 spatial frequencies.

QUANTIZATION PHASE

The idea behind the DCTis to separate the gross features, which
are essential toviewingthe image fromthe fine detail, which is
less essential and, in some cases, might be barely perceived by
the eye.

DCT itself does notlose information. Itjusttransformsthe image
into a form that makes it easier to know what information to
remove.

Compression becomes lossy.

Idea: quantizationisamatterof droppingthe insignificant bits of
the frequency coefficients.

Ex: imagine you wantto compress some whole numbers less than
100, such as 45, 98, 23, 66 and 7. If you decided that knowing
these numbers truncated to the nearest multiple of 10 is
sufficient for you pruposes, then you could divide each number
by the quantum 10 using interger arithmetic, yealding 4, 9, 2, 6
and 0. This numberscanall be encodedin 4 bitesratherthan the
7bits needed to encode the original numbers.

JPEG usesa quantization table that gives the quantumtouse for
each of the coefficients. We can think of this table as a parameter
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that can be set to control how much informationislostand, how
much compressionisachieved.

Crrr——

(8 5 7 o 11 13 15 17 |
5 v 0 11 13 15 ir 19
T 9 11 13 15 17 19 ™
o il 13 15 17 10 2
11 13 18 17 19 21 23 2%
i3 1% 17 19 21 23 25 o7
i5 1F 10 21 23 25 97 W
17 19 M 23 25 7 29 B |

Chuantum =

ENCODING PHASE

The final phase of JPEG encodes the quantized frequency coefficientsin acompact form. Thisresults
inadditional compression, butthis compressionislossless.

Starting with the DC coefficient in position (0,0), the coefficients are processes in the zigzag
sequence. Along this zigzag, a form of run length encoding is used. RLE is applied to only the O
coefficients, which is significant because many of the later coefficients are 0. The individual
coefficients are then encoded using a Huffman code.

= JPEG includes a number of variations that control how much
compression you achieve versus the fidelity of the image.

3.3 Video Compression (MPEG)

A movingpicture (video) is simply asuccession of still images, also called frames or pictures,
displayed as some videorate.

Each of these frames can be compressed usingthe same DCT-based technique usedin JPEG.

Stoppingat this pointwould be a mistake, however, becauseitfailsto remove the interframe
redundancy presentinavideosequence.

Ex: two successive frames of video will contain almost identical information if there is not
much motioninthe scene, soitwould be unnecessarytosendthe sameinformation twice.
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Besides, MPEG also defines a mechanism for encoding an audio signal with the video, but we

consideronlythe video aspect of MPEG in this section.

FRAME TYPES

MPEG takes a sequence of videoframesasinput
and compressesthemintothree types of frames:
| frame (intrapicture), P frames (predicted
picture), B frames (bidirectional predicted
picture). Each frame of input is compressed into
one of these three frame types. | frames can be
thought of as reference frames. They are self-
contained, depending on neither earlier frames
nor later frames. An | frame is simply the JPEG
compressed version of the corresponding frame
inthe video source.

Forward

Inpaut stream |F'a'ne 1 | |:rarre 2| | Frame 3| | Frams dl | Frame 5| | Frama 6” Frama .-'l
prediction

MPEG
comprassion

Compressed
siream

_|_|EI f'ane“EI fr:]'ne”F' fra'ne”EI f"a'ne” Eﬁ'arre“ frame |
— e e

—
| | frame
p- S e ~ i =
e Bidirectional
prediction

P and B frames are not self-contained. They specify relative differences from some reference

frame. A P frame specifies the differences fromthe previous | frame, while a B frame gives an

interpolation between the previous and subsequent | of P frames.

The upperfigureillustrates asequence of sevenvideo frames that, afterbeing compressed
by MPEG, result in a sequence of I, P, and B frames. The two | frames stand alone. Each can

be decompressed atthe receiverindependently of any otherframes. The P frame depends
on the preceding | frame.it can be decompressed atthe receiveronlyif the preceding | frame

also arrives. Each of the B frames depends on both the preceding | or P frame and the

subsequent| of P frame. Both of these reference frames mustarrive atthereceiver before
MPEG can decompress the Bframe to reproduce the original video frame.

frames are approximately equal

to the JPEG

compressed version of the source frame. The main

difference

is that MPEG works

in units of 16x16

macroblocks. Fora colorvideorepresentedin YUV, the U

and V components in each macroblock are subsampled
into an 8x8 block. Each 2x2 sub block in the macroblock

is given by one Uvalue and one V value, corresponding
to the average of the four pixel values. The sub block still

has fourY values.

Color frame

16 16

pixel region _ -

-

o 18 = 16 macroblock
with ¥ compoment

B 8 macroblock
with U component

T &= 8 macroblock
. with WV component
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e The P and B frames are also processed in units of
macroblocks. The information they carry for each
macroblock captures the motion in the video. That is, it
shows in what direction and how far the macroblock
moved relative to the reference frame(s).

= WhengeneratingaB or P frame during compression, MPEGmust
decide where to place the macroblocks. Recall that each
macroblock in a P frame, for example, is defined relative to a
macroblockinan | frame, but thatthe macroblockinthe P frame
need not be in the same part of the frame as the corresponding
macroblockinthe | frame —the difference in positionisgiven by
the motion vector.

EFFECTIVENESS AND PERFORMANCE

MPEG involves an expensive computation.

e On the compression side, it is typically done offline,
whichisnot a problemforpreparing moviesforavideo-
on-demand service. Video can be compressed in real
time using hardware today, but software
implementations are quickly closing the gap.

e Onthedecompressionside,low-cots MPEGvideo boards
are available, but they do little more than YUV color
lookup, which fortunately is the most expensive step.

3.4 Transmitting MPEG over anetwork

= MPEG and JPEG are not just compression standards but also
definitions of the format of video and images. Focusing on MPEG,
the first thing to keep in mind is that it defines the format of a
video stream. It does not specify how this stream is broken into
network packets. Thus, MPEG can be used for videos stored on
disk, as well as videos transmitted over a stream-oriented
network connection, like that provided by TCP.

MAIN PROFILE OF AN MPEG-2
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A main profile MPEG-2 stream has a nested structure. At the outermost level, the video
contains a sequence of groups of pictures (GOP) separated by a SeqHdr. The sequence is
terminated by a SeqEndCode. The SeqHdr that precedes every GOP specifies, among oter
things, the size of each picture (frame) in the GOP and two quantization matrices for the
macroblocks within this GOP.

e FEach GOP is given by a GOPHdr, followed by the set of
pictures that make up the GOP. The GOPHdr specifies
the number of pictures in the GOP, as well as
synchronization information forthe GOP.

e Each picture is given by a PictureHdr and a set of slices
that make up the picture.

o The SliceHdr givesthe vertical position of the slice, plus
another opportunity to change the quantization table.
Next, the SliceHdr is followed by a sequence of
macroblocks.

e Each macroblock includes a header that specifies the
block address within the picture, alongwith datafor the
six blocks within the macroblock: one for the U
component, one forthe Vcomponent, and fourforthe Y
component.

= One of the powers of the MPEG formats is that it gives the

encoderan opportunity to change the encoding overtime. It can
change the frame rate, the resolution, the mix of frame types
that define a GOP, the quantizationtable, and the encoding used
for individual macroblocks. Consequently, itis possible to adapt
the rate at whicha videois transmitted overanetwork by trading
picture quality for network bandwidth.
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= Another interesting aspect is how the stream is broken into
packets. If sent over a TCP connection, packetization is not an
issue. TCP decideswhenithas enough bytesto sendthe next IP

datagram.

When usingvideointeractively, however, itisrareto transmit it
over TCP, since TCP has several features that are ill suited to
highly latency-sensitive applications such as abrupt rate changes

aftera packetlossand retransmission of lost packets.

Packetizingthe streamis only the first problemin sending MPEG-
compressed video over a network. The next complication is

dealing with packet loss.

o

3.5 Audio Compression (MP3)

Ifa Bframeis dropped bythe network, thenitis
possible to simply replay the previous frame
withoutseriously compromising the video.

A lost| frame has serious consequences. None of
the subsequentBand P frames can be processed
without it. Losing an | frame would result in
losing multiple frames of the video.

While you can retransmit the missing | frame,
the resulting delay would probably not be
acceptableina real-time videoconference.
Solution: the Differentiated Service
techniques to mark the packets containing |

use

frames with a lower drop probability than other
packets.

= MPEG also defines a standard for compressing audio. This
standard can be used to compress the audio portion of a movie

orit can be usedto compress stand-alone audio.

e (CD-quality audio is sampled at a rate of 44.1 KHz. Each sample is 16 bits, which
means that a stereo (2-channel) audio stream results in a bit rate of 2 x 44.1x

1000 x 16 = 1.41 Mbps.

e Telephone-quality voice is sampled at a rate of 8 KHz, with 8-bit samples,
resultingin abitrate of 64kbps, whichis not coincidentally the speed of an ISDN

data/voice line pair.

Three levels of compression

206



2015-2016 Computernetwerken Ysaline de Wouters

otas

Compression Factor
4
3
12

Coding | Bit Rates
Layer | 384 kbps
Layer |l 192 kbps
Layer lll 128 kbps

= Layer lll, widely known as MP3, is the most commonly used.

To achieve these compression ratios, MP3 uses techniques thatare similar to those
used by MPEG to compressvideo.

e First, it splits the audio stream into some number of
frequency sub bands, loosely analogous to the way
MPEG processes they Y, Uand V components of avideo
stream separately.

e Second, each sub-band is broken into a sequence of
blocks, which are similar to MPEG’s macroblocks except
theycan vary inlength from 64 to 1024 samples.

e Finally, each block is transformed using a modified DCT
algorithm, quantized, and Huffman encoded.

= Thetrick to MP3 ishow many sub-bandsitelectstouse and how
many bits it allocatesto each sub-band, keepingin mind thatitis
tryingto produce the highest-quality audio possible forthe target
bitrate.

= Once compressed, the sub-bands are packaged into fixed-size
frames, and a header is attached. This header includes
synchronization information, as well as the bit allocation
information needed by the decoderto determine how manybits
are usedto encode each sub-band.

These audio frames can then be interleaved with video frames to form a complete MPEG stream.
One interesting side not is that, while it might work to drop B frames in the network should
congestion occur, experience teaches us thatitis not a good idea to drop audio frames since users
are betterable totolerate bad video than bad audio.
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CHAPTER 8: NETWORKSECURITY

1. Introduction

Computers networks are typically ashared resources used by many applications representing
different interests. The Internet is particularly widely shared, being used by competing

businesses, mutually antagonistic governments, and opportunistic criminals.

= Unlesssecurity measures are taken, anetwork conversation or a

=

distributed application may be compromised by an adversary.
How might eavesdropping be accomplished? It is trivial on a
broadcast network such as an Ethernet, where any node can be
configured toreceive all the messagetrafficon that network.

It is possible and practical to encrypt messages so as to prevent
an adversary from understanding the message contents. A
protocol that doessois said to provide confidentiality.

>< even with confidentiality there still remains threats for the

website customer.

Integrity: an adversary who can’t read the contentsofan
encrypted message might still be able to change a few
bits in it, resulting in a valid order for a different item.
Integrity consistsin preventing such tampering.

Integrity referstothe factthat | receive exactly the same
contentthat the one sent.

Replay attack: when the adversary transmits an extra
copy of your message.

Originalityis provided by a protocol that detects replays.
Timeliness: Receive accesstothe actual information.
Authentication: ensures that you are really talking to
whomyou thinkyou are talking.

Access control: enforcing the rules regarding who is
allowed todowhat.

Availability: ensuring adegree of access

= Securitydoesn’trefertononly one specificlayer. Indeed, security
solution seemto appearon many differentlevels.

Anotherthreatto the customeris unknowingly being directed to afalse website. This can resultfrom
a Domain Name System (DNS) attack, in which false information is entered in a DNS server or the
name service cache of the customer’s computer.

Websites have also been subject to denial of service (DoS) attacks, during which would-be customers
are unable to access the website because itis being overwhelmed by bogus requests.
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Worms, pieces of self-replicating code that spread over networks, have been known for several
decades and continue to cause problems, as do their relatives, viruses, which are spread by the
transmission of infected files.

2. Cryptographic Building Blocks

= Cryptographicalgorithms are parameterized by keys.

2.1 Principles of Ciphers

Encryption transforms a message in such a way that it becomes unintelligible to any party
that does not have the secret of how to reverse the transformation.
e The sender applies an encryption function to the original plaintext message,
resultinginaciphertext messagethatissent overthe network.
e Thereceiverappliesasecretdecryption function, the inverse of theencryption
function, torecoverthe original plaintext.
= The ciphertexttransmitted across the network is unintelligible to
any eavesdropper, assuming the eaves dropperdoesn’t know the
description function.

Encryption
Message L key Message
in plaintext o in plaintext
C Erenypt S=— R ST
Decry p1ii:r7
k
Message =¥ Message
in ciphertext in ciphertest

Imsecure network

Encryption and decryption functions should be parameterized by akey, and these functions should
be considered publicknowledge, only the key need to be secret.

The ciphertext produced foragiven plaintext message depends on both the encryption function and
the key. One reason for this principle isthatif you depend onthe cipherbeingkeptsecret, then you
have to retire the cipher when you believe itis no longer secret. This means potentially frequent
changes of cipher, whichis problematicsince ittakes alot of workto developanewcipher.There is
cost + riskin developinganew cipher.

Basic requirement foran encryption algorithmis thatit turns plaintextinto ciphertextin such a way
that only the intended recipient, the holder of the decryption key, can recover the plain text. >
means that the encrypted messages cannot be read by people who do not hold the key.
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= The bestcryptographicalgorithms can prevent the attacker from
deducing the key even when the individual knows both the
plaintextandthe ciphertext.

Most ciphers are block ciphers. They are defined to take asinputa plaintextblock of acertain fixed
size, typically 24 to 128 bits. Using a block cipher to encrypt each block independently has the
weakness that a given plaintext block value will always resultin the same ciphertext block. Hence,
recurring block values in the plaintext are recognizable as such in the ciphertext, making it much
easierfora cryptanalystto break the cipher.

To prevent this, block ciphers are always augmented to make the ciphertext for a block vary
depending on context. Ways in which a block cipher may be augmented are called modes of
operation. A common mode of operation is cipher block chaining, in which each plaintext block is
XORed with the previous block’s ciphertext before being encrypted. The result is that each block’s
ciphertextdependsin part onthe preceding blocks.

Plaintext block 3

Plaintext block 2

Plaintext block 1

Plaintext block O

@—- Encryption Blocks of ciphartext
function

nitizlization vechor

(For block O only)

2.2 Symmetric-key Ciphers

In a symmetric-key cipher, both participants share the same key. If a message is encrypted
using a particularkey, the same keyisrequired for decrypting the message.
= Encryptionanddecryption keys are identical.

Symmetric-key ciphers are also known as secret-key ciphers since the shared key must be
known only tothe participants.

DES
= Data Encryption Standard
= Standardissued by the US National Institute.

Encryption = decryption (only key orderingis reversed)
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There is no real proff that DES is secure (based on confusion and diffusion)
Problem:it is not possible totry all 2°¢ keys.

Improvement: Cipher Triple DES (3DES) leverages the cryptanalysis resistance of DES while in
effect increasing the key size. A 3DES key has 168 ( = 3x56) independent bits, and is used as
three DES keys.

Itisusedas three DES-keys: DES-key1, DES-key2, DES-key3.

=  3DES encryption of a block is performed by first DES encrypting
the block using DES key1, then DES decrypting the result using
DES-key?2, andfinally DES encrypting that result using DES-key3.

=  Decryption involves decrypting using DES-key3, thenencrypting
using DES-key2, then decrypting using DES-key1.

Shortcomings: Software implementations of DES/3DES are slow
because it was originally designed for implementation in
hardware.

Rounds: 16

encryptie begint
Initial permutation hierriﬁ gaatg

naar beneden

|:|\ 26-bit
key

decryptie begint
Final permutation  hier en gaat

naar boven

2.3 Public-key Ciphers

Symmetric-key ciphers >< Asymmetrickey ciphers (public-key)

Instead of a single key shared by two participants, apublic-key cipher uses a pair of related keys, one
for encryptionand adifferent one fordecryption. The pairof keysis “owned” by just one p articipant.
The ownerkeepsthe decryption key secret sothat only the ownercan decrypt messages. Thatkey is
called the private key.

The owner makes the encryption key public, so thatanyone can encrypt messagesfor the owner (=
public-key).

= For such a scheme towork, it must not be possible to deduce the
private key from the public key. Consequently, any participant
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can get the public key and send an encrypted message to the
owner of the keys, and only the owner has the private key
necessary todecryptit.

Messages
in plaintext
Public ;
\ key __ .  Difierent | Prale t
B related e Decrypl
/
Message | |/
in plaintext
C_Enciypt Insecure network
Message
in ciphertext

e A public/private key pair provides a channel that is one
way and many to one from everyone who hasthe public
key to the owner of the private key.

e The private “decryption” key can be used with the
encryption algorithm to encrypt messages so that they
can only be decrypted using the public encryption key.
However, this property wouldn’t be useful for
confidentiality since anyone with the public key could
decryptsuch a message.

This property is howeveruseful forauthentication since
it tells the receiver of such a message that it could only
have been created by the owner of the keys.

el ~ Anyone with the public key can decrypt the

/l /l encrypted message, and, assuming that the

pv— Enerypted e result of the decryption matches the expected
\M—g, “Encryption”™ “Decryption” \M—QI H yp . p

— | “funcion i | result, it can be concluded that the private key

must have been used to perform the encryption.
The best-known public-key cipheris RSA. RSA relies on the high computational cost of factoring large
numbers.

RSA needs relatively large keys, at least 1024 bits, to be secure. This is larger than keys for
symmetric-key ciphers because itisfasterto break an RSA private key by factoringthe large number
on whichthe pairof keysis based than by exhaustively searching the key space.
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RSA: example

Key generation

p =61, q = 53 (only 6 bits), n = 3233 (12 bits), e = 17, d = 2753,

Encryption

plaintext = 123

(123*17) mod 3233 = 337587917446653715596592958817679803 mod 3233 = 855
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= Public-key ciphers are several orders of magnitude slower than
symmetric-ley ciphers. Consequently, symmetric-key ciphers are
used forthe vast majority of encryption, while public-key ciphers
are reserved for use in authentication and session key
establishment.

2.4 Authentication

= Integrity and authentication are fundamentally inseparable

Encryption alone does not provide data integrity. For example, just randomly modifying a
ciphertext messagecould turnitintosomethingthat decryptsintovalid-looking plaintext, in
which case the tampering would be undetectable by the receiver. Nordoes encryptionalone
provide authentication.

An authenticator is a value, to be included in a transmitted message, that can be used to
verify simultaneously the authenticity and the dataintegrity of amessage.

As we have seen before, checksum and CRCs are ways of detectingwhen amessage has been
inadvertently modified by bit errors. A similar concept applies to authenticators, with the
added challenge that the corruption of the message is likely to be deliberately performed by
someone who wants the corruption to go undetected.

An authenticator includes some proof that whoever created the authenticator knows a
secretthat isknownonlyto the alleged sender of the message.

One kind of authenticator combines encryption and a cryptographic hash function.
Cryptographichash algorithms are treated as public knowledge, as with cipheralgorithms. It
is a function that outputs sufficient redundant information about a message to expose any
tampering. A cryptographic checksum is designed to expose deliberate corruption of
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messages by an adversary. The value it outputs is called a message digest and, like an
ordinary checksum, isappended to the message.

An authenticator can be created by encryptingthe message digest. The receivercomputes a
digest of the plaintext part of the message and compares that to the decrypted message
digest. If they are equal, then the receiver would conclude that the messageis indeed from
its alleged sender and has not been tampered with. No adversary could get away with
sendingabogus message with amatching bogus digest because she would not have the key
to encryptthe bogus digest correctly.
An adversary could obtain the plaintext original message and its encrypted digest by
eavesdropping. The adversary could then compute the digest of the original message and
generate alternative messages looking for one with the same message digest. If she finds
one, she could undetectably send the new message with the old authenticator.
= Security requires that the hash function has the one-way
property. In other words, it must be computationally infeasible
for an adversary tofind any plaintext message thathasthe same
digestasthe original.
How to ensure this: its outputs must be fairly randomly
distributed. Otherwise, if the outputs are not randomly
distributed, that is, if some outputs are much more likely than
others, then for some messagesyou could find another message
with the same digest much more easily than this, which would
reduce the security of the algorithm.

= The algorithmitselfis considered publicknowledge which means
that anyone could adapt this algorithm.

Examples:
e Message Digest 5(MD5): 128-bit
checksum. Now obsolete.
e Secure Hash Algorithm 1 (SHA-
1): 160-bit digest.

When generating an encrypted message digest, the digest encryption could use
either a symmetric-key cipher or a public-key cipher. If a public-key cipher is used,
the digest would be encrypted using the sender’s key private key,and the receiver,
or anyone else, could decrypt the digest usingthe sender’s publickey.

A digest encrypted with a public key algorithm but using the private key is called a
digital signature since it provides nonrepudiation like a written signature.

Any public-key cipher can be used fordigital signatures. Digital Signature Standard is
a digital signature format that has been standardized by NIST. DSS signatures may
use any one of three public-key ciphers, one based on RSA, anotheron ElGamal, and
a third called the Elliptic Curve Digital Signature Algorithm.
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Another kind of authenticator is similar, but instead of encrypting a hash ituses a
hash-like function that takes a secret value (known to only the sender and the
receiver) as a parameter. Such a function outputs an authenticatorcalledamessage
authentication code (MAC). The senderappendsthe MACto her plaintext message.
The receiver recomputes the MAC using the plaintext and the secret value and
compares that recomputed MACto the received MAC.

MAC algorithm

| MAC to append to message |

A common variation on MACs is to apply a cryptographic hash to the concatenation
of the plaintext message and the secretvalue. The resulting digestis calleda hashed
message authentication code (HMAC) since it is essentially a MAC. The HMAC, but
not the secret value, is appended to the plaintext message. Only a receiver who

knows the secret value can compute the correct HMAC to compare with the received
HMAC.

Plaintext Secret value
\ J | |
N
Concatenate
[ Piaintext Secret value |

Hash algorithm

HMAC to append to message |

3. Key predistribution

= Problem:To use ciphers and authenticators, the communicating
participants need to know what keys to use. In the case of a
symmetric-key cipher, how does pair of participants obtain the
keytheyshare?
In the case of public-key cipher, how do participantsknow what
publickey belongs to a certain participant?

= Aand B needtoknow what keysto use

o How doA and B obtainthe same secretkey?
o How can A be sure that Publiczreally belongs to B?
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= The answer differs depending on whether the keys are short-

lived session keys or longer-lived predistributed keys.

A session key is a key used to secure a single, relatively short
episode of communication: a session. Each distinct session
between a pair of participants uses a new session key, whichis
always a symmetrickey forspeed.

Participants determine what session key to use by means of a
protocol: a session key establishment protocol. This protocol
needsits own security. That securityis based onthe longer-lived
predistributed keys.
There are several motivations for this division of labor between
session keys and predistributed keys:
= Limitingthe amount of time a keyis used results
inlesstime forcomputationally intensive attacks,
less ciphertext for cryptanalysis, and less
information exposed should the key be broken.
= Predistribution of symmetrickeysis problematic.
= Public key ciphers are generally superior for
authentication and session key establishment but
too slow to use for encrypting entire messages
for confidentiality.

3.1 Predistribution of PublicKeys

Problem:

Solution:

e How can A be sure that Publicgisreallythe public
key of B?

e IfAknowsB, theycould gettogethertoexchange
Publicg.

= Use of certificates

One of the major standards for certificates is known as X.509. This standard leaves at lot of details
open, butspecifiesabasicstructure. A certificate clearly mustinclude:

¢ Theidentity of the entity being certified
e The publickey of the entity being certified (explicitlyspecified)

e Theidentity of the signer
e Thedigital signature

e Adigital signature algorithmidentifier

= An optional componentisan expirationtime forthe certificate.
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CERTIFCATION AUTHORITIES

A Certification Authority (CA) is an administrative entity that issues certificates. It is useful
only to someone that already holds the CA’s public key. Much of today’s Internet security
dependson CAs.

A certification authority or certificate authority is an entity claimed to be trustworthy for
verifying identities and issuing public key certificates. There are commercial CAs,
governmental CAs, and even free CAs. Touse a CA, you must know its own key. You can learn
that CA’s key, however, if you can obtain a chain of CA-signed certificates that starts with a
CA whose key you already know. Then you can believe any certificate signed by that new CA.

= How can A be sure that Publicc,isreally the publickey of CA?

We enterina kind of vicious circle. Indeed, a certification CAdoesalsoneed a certification
signed by someone. We enterin a chain of trust.

Allyou needisa chain of certificates, all signed by entities you trust, aslongasit leads back
to an entity whose key you already know.

Ex: if X certifies that a certain public key belongs to Y, and then Y goes on to certify that
another public key belongs to Z, then there exists a chain of certificates from X to Z, even
though X and Z may have never met. If you know X’s key, and you trust Xand Y, thenyou can
believethe certificate thatgives Z's key.

Tree-structured hierarchy. If everyone has
the public key of the root CA, then any
participant can provide a chain of
certificates to another participant and
know that it will be sufficient to build a
chain of trust for that participant.

A complete scheme for certifying bindings between public keys and identities, what key
belongs to who, is called a Public Key Infrastructure (PKl). A PKI starts with the ability to

verifyidentities and bind them to keys out of band.

PCA1 | [[Pecaz |
B B E
ey

User) u

Lookingat the tree, we observe that IPRA isthe root certification authority. We trust him for
sure. There can be more than one root to a certification tree. This is common in securing
Web transactions today. Browsers are pre-equipped with certificates of multiple trusted CAs.

There are some significant issues with building chains of trust. Even if you are certain that
you have the public key of the root CA, you need to be sure that every CA from the root on
down is doing its job properly. If just one CA in the chain is willing to issue certificates to
entities without verifying their identities, then what looks like a valid chain of certificates
becomes meaningless. For instance, a root CA might issue a certificate to a second-tier CA
and thoroughly verifythatthe name on the certificate matches the business name of the CA,
but that second-tier CA might be willing to sell certificates to anyone who asks, without
verifying theiridentity.
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WEB OF TRUST

An alternative model of trust is the web of trust. Ex: Pretty Good Privacy (PGP). PGP is a
security system foremail, so email addresses are the identities to which keysare bound and
by which certificates are signed. In keeping with PGP’s roots as protection against
governmentintrusion, thereare no CAs. Instead, everyindividual decides whom they trust
and how much they trustthem.

= PGP recognizes that the problem of establishing trustis quite a
personal matter and gives users the raw material to make their
own decisions, rather than assuming that they are all willing to
trustina single hierarchical structure of CAs.

CERTIFICATE CLASSES

e Class1: individuals = free, no guarantee. Anyonecan buy this kin of certificates.
e (Class2: organizations = with identity proof

e C(Class3: servers = identity and authority verified.

e Class4: ..

CERTIFICATE REVOCATION

Issue: how to revoke, orundo certificates?
= Why is this important? If you suspect that someone has
discovered your private key, there may be any number of
certificatesinthe universe thatassertthatyouare the owner of
the publickey correspondingto that private key. The person who
discovered your private key has everything he needs to
impersonate you: valid certificates and your private key.
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Solution: it would be nice to be able to revoke the certificates
that bind yourold, compromised key toyouridentity, sothatthe
impersonator will no longer be able to persuade other people
that heis you.

Each CA can issue a certificate revocation list (CRL), which is a
digitally signed list of certificates that have been revoked. The RL
is periodically update and made publicly available. Since it is
digitally signed, it can just be posted on a website.

Ex: when A receives a certificate for B that she wants to verify,
she will first consult the latest CRL issued by the CA. as long as
the certificate has notbeenrevoked, itisvalid.

3.2 Predistribution of Symmetric Keys

If A wants to use a secret-key cipher to communicate with B, she can’t just pick a key and

send it to him because, without already having a key, they can’t encrypt this key to keep it
confidentialand they can’tauthenticate each other.

= Predistributionis harderforsymmetrickeysthanforpublic keys

for two reasons:

e While only one public key per entity is sufficient for
authentication and confidentiality, there must be a
symmetric key for each pair of entities who shish to
communicate. If there are N entities, that means N(N-
1)/2 keys.

e Unlike publickeys, secret keys must be keptsecret.

4. Authentication protocols

Problems:

= Recall: it might seem as if all we have to do to make a protocol

secure is append an authenticator to every message and, if we
want confidentiality, encryptthe message.

Replay attack: an adversary retransmitting a copy of a message that was
previously sent.

Ex: if the message was an orderyou had placed on a website, thenthe replayed
message would appear to the website as though you had ordered more of the
same. Even though it wasn’t the original incarnation of the message, its
authenticatorwould stillbe valid. Afterall, this message was created by you and
wasn’t modified.

Suppress-replay attack: an adversary might merely delay your message, so that it
isreceived atatime whenitisno longerappropriate.
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Ex: an adversary could delay yourorderto buy stock from an auspicioustimeto a
time when you would not have wanted to buy. Although this message wouldin a
sense be the original, itwouldn’t be timely.

= Originality and timeliness may be considered aspects of integrity.

= Authentication problem: if a message is not originaland timely,
then from a practical standpoint we want to consider it as not
beingauthentic, notbeingfromwhomitclaimstobe. When you
are arranging to share a new session key with someone, you
wantto know you are sharingitwith the right person.

4.1 Originality and Timeliness Techniques

= Authenticators alone do not enable us to detect messages that
are notoriginal or timely.
= Challenge-response protocol

e Oneapproachistoinclude atimestampin the message.
The timestamp itself must be tamperproof, soitmust be
covered by the authenticators.

Drawback: they require distributed clock
synchronization. The clock synchronization itself would
needtobe defended against securitythreats, in addition
to the usual challenges of clock synchronization.
Anotherissueisthat distributed clocks are synchronized
to only a certain degree, a certain margin of error. Thus,
the timing integrity provided by timestamps is only as
good as the degree of synchronization.

e Another approach is to include a nonce, a random
numberused only once, inthe message. Participantscan
then detect replay attacks by checking whether a nonce
has been used previously.

Drawback: thisrequires keeping track of past nonces, of
which a great many could accumulate.

Solutions

e Combine the use of timestamps and nonces, so that
nonces are required to be unique only within a certain
span of time.
- makes ensuring uniqueness of nonces manageable
while requiring only loose synchronization of clocks.

e Use one or both of them (timestamps and nonces) in a
challenge-response protocol.
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Alice

T __Ifg A=Alice

==\ =Digitally signed using

Bob

—— B=Bob
i T,=Timestamp from Alice’s clock

~*g Bob's private key

4.2 Public-key authentication Protocols

The first protocol relies on Alice and Bob's
clocks being synchronized. Alice sends
Bob a message withatimestampand her
identity in plaintext plus her digital
signature. Bob uses the digital signature
to authenticate the message and the
timestamp to verify its freshness. Bob
sends back a message with a timestamp
and his identity in plaintext, as well as a
new session key encrypted using Alice’s
Publickey, all digitally signed.

Computernetwerken
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Alice sends Bob a timestamp, challenging Bob to
encryptitinaresponse message (iftheyshare a
symmetric key) or digitally sign itin aresponse
message (if Bob has a publickey). The encrypted

timestamp is like an authenticator that
additionally proves timeliness.
The challenge-response protocol combines

timeliness and authentication.

Alice

A=Alice
B=Bob

T;=Timestamp
= Digitally signed using

Ty X's private key
73 =Encrypted using
X's public key

=New session key

A public-key authentication protocol that depends on
synchronization

Alice can verify the authenticity and freshness of the message, so she knows she can trust

the new session key.

= Basedon timestamps from synchronized clocks.

In this protocol, Alice again sends Bob a
digitally signed message with atimestamp
and her identity. Because their clocks
aren’t synchronized, Bob cannot be sure
that the messageis fresh. Bob sends back
a digitally signed message with Alice’s
original timestamp, his own new
timestamp, and his identity. Alice can
verify the freshness of Bob’s reply by
comparing her current time against the
timestamp that originated with her. She
thensendsBob a digitally signed message
with his original timestamp and a new
session key encrypted using Bob’s public
key.

Bob

e A=Alice
B=Bob
Ty=Timestamp from X's clock

\ B B 4
L (_’,_.,-—" =Digitally signed using
o T x X's private key

“ [ X =Encrypted using
|.‘" T X's public key

=New session key

A public-key authentication protocol that does not depend
on synchronization

Bob can verify the freshness of the message because the timestamp came from hisclock, so

he knows he can trustthe new session key.

= Basedon timestamps or nonces, but no synchronized clocks.

Problem: it doesn’t work if the third party has no key with a certificate.

4.3 Symmetric-Key Authentication Protocols
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= Only in fairly small systems it is practical to predistribute
symmetrickeys to every pair of entities.

= Now, focus on larger system, where each entity would have its
own master key shared only with a Key Distribution Center
(KDC).

NEEDHAM-SCHROEDER AUTHENTICATION PROTOCOL

Alice KDC Bob

= Encrypted using key
shared by Xand Y

= New session key

- Bk, Py
3 ':-»»f'._ — | N,=Nonce
N
[ "’2 d
KERBOS AUTHENTICATION

The KDC usesits knowledge of Alice’sand Bob’s
master keys to construct a reply that would be
uselesstoanyone otherthan Alice, becauseonly
Alice can decrypt it. This reply contains the
necessary ingredients for Alice and Bob to
perform the rest of the authentication protocol

themselves.

The nonce in the first two
messages is to assure Alice
that the KDC'sreplyisfresh.
One key per person, only
known by the person itself
and the trusted third party.
The second and third
messages include the new
session key and Alice’s
identifier, encrypted tighter
using Bob’s master key. It is
a sort of symmetric-key
version of a public-key
certificate.

Although the nonce in the last
two messages is intended to
assure Bob that the third
message was fresh, there is a
flaw in the reasoning.

= Specialized forclient/server environments. This IETFstandard is

based on Needham-Schroeder.
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Alice’s master key, shared with the
KDC, is derived from her password. If
you know the password, you can
compute the key.

Therefore, itisimportantto minimize
the exposure of Alice’s password or
master key not just in the network
but also on any machine where she
logsin.

In Needham-Schroeder, the only time
Alice needs to use her password is
when decrypting the reply from the
KDC. Kerberos client-side software
waits until the KDC’s reply arrives,
prompts Alice to enterher password,
computes the master key and
decrypts the KDC’s reply, and then
erases all information about the
password and master key to minimize
its exposer.

The onlysigna usersees of Kerberosis whenthe useris prompted fora password.

4.4 Diffie-Hellman Key Agreement

= Establishesasession key without using any predistributed keys.

The messages exchanged between A and B can be read by
anyone able to eavesdrop, and yet the eavesdropperwon’t know
the session keythat A and B end up with.

= One of the main uses of Diffie-Hellman is the Internet Key

Exchange (IKE) protocol.

The Diffie-Hellman protocol has two parameters, pand g, both of whichare public and may

be used by all the usersin a particular system.

e P mustbeaprimenumber.Theintegers mod p is 0 through p-1, sincexmodp is

the remainderafterxisdivided by p.

e G must be a primitive root of p: for every number n from 1 through p-1 there
must be some value k such thatn = g mod p.

= Suppose Alice and Bob want to agree on a shared symmetric
key. Alice and Bob, and everyone else, already know the values of

p and g.

e Alice generates a random private value a and Bob
generates a random private value b. Both a and b are

drawn from the setof integers{1, ..

.,p-1}.
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e Alice and Bob derive their corresponding public values,
the values they will send to each other unencrypted, as
follows. Alice’s publicvalue is g2mod p and Bob’s public
valueisg® modp.

e They then exchange their public values. Finally, Alice
computes g*® mod p = (g° mod p)a mod p and Bob
computes g°®mod p = (g2 mod p)b mod p.

e Alice and Bob now have g® mod p (which is equal to g
mod p) as theirshared symmetrickey. Any eavesdropper
would know p, g, and the two publicvaluesg®modp and
g° mod p. If only the eavesdropper could determine a or
b, she could easily compute the resulting key.
Determining a or b from that information is, however,
computationallyinfeasibleforsuitably large p, a, and b; it
isknown as the discrete logarithm problem.

Problem: It doesn’tauthenticate the participants, sinceitis rarely
useful to communicate securely without being sure whom you
are communicating with.
One attack that can take advantage of this is the man-in-middle
attack.

Suppose Malloryisan adversary withthe ability  ajice Mallory Bob

to intercept messages. Mallory already knows p
and g since they are public and she generates

random private values cand d to use with Alice P moy hnod P
and B, respectively. When Alice and Bob sends "“'=--f'__%_ a—
their public values to each other, Mallory T

intercepts them and sends her own public

values. Theresultis thatAlice and Bob each end § mod P —f—_ E’_“irnodﬂ

up unknowingly sharing a key with Mallory — T

instead of each other.

Variant: fixed Diffie-Hellman

= Supportsauthentication of one or both participants.

It relies on certificates that are similar to public key certificates
but instead certify the Diffie-Hellman public parameters of an
entity. Such a certificate would assure B that the other
participant in Diffie-Hellman is A. or else the other participant
won’t be able to compute the secret key, because she won’t
know the parametera.

If both participants have certificates for their Diffie-Hellman
parameters, they can authenticate each other. If just one has a
certificate, then justthat one can be authenticated.
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Usedin several security systems

e |PseclnternetKey Exchange (IKE)
e SSL/TLS

= Security hasto be provided at many differentlayers. Onereason

is that different threats require different defensive measures,
and this oftentranslates into securing adifferent protocol layer.
Ex: if yourmain concerniswith a personinthe building next door
snoopingonyoutrafficas it flows betweenyourlaptopand your
802.11 access point, then you probably want security at the link
layer.

e Application layer: Pretty Good Privacy (PGP)
Provides security forelectronic mail

e Transport layer: Secure Socket Layer (SSL)
Providing a secure channel. This is the most
important one. It also appears as quite
transparant.

e Networklayer:IP Security (IPsec)
Optional inIPv4; mandatoryin IPv6

e Datalinklayer: IEEE 802.11i
Securing a wireless link

5.1 Pretty Good Privacy (PGP)

= Widely used approach to provide security for electronic mail. It

provides authentication, confidentiality, data integrity, and
nonrepudiation. But no timeliness, no originality and no
guaranteeddelivery.

IETF standard

It combines multiple cryptographic algorithms: symmetric and
asymmetricciphers, cryptographichashes.

PGP’s confidentiality and receiverauthentication depend on the
receiver of an email message havinga publickey thatis knownto
the sender. To provide sender authentication and
nonrepudiation, the sender must have a publickey thatis known
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by the receiver. These public keys are predistributed using
certificates and a web-of-trust PKI

This is an example of PGP being used to provide both sender authentication and confidentiality.
Suppose Alice hasamessage to email to Bob. Alice’s PGP application goes through different steps.

Hi...=The plaintext message

=]

1) Digitally sign

R A\ e E
base6d

using Alice's private key

M A-B \ 2) Encrypt using a newly
/ 9 generated one-time session key

4) Use baseG4 encoding to

obtain an ASCI-compatible 5) A base64 encoding is applied to the
representation

1) The messageisdigitallysigned by Alice.
MD5, SHA-1 and SHA-2 are examples
that may be used in the digital signature.

2) Her PGP application then generates a
new session key for just this one
message.

3) Thedigital signed messageisencrypted
using the session key, then the session
keyitselfisencrypted usingBob’s public
keyand appended tothe message.

. 4 3) Encrypt the session key using 4) Alice’s PGP application reminds her of
£ 7 9 A T L ] Bob's public key, and append
= A that

the level of trust she had previously
assigned to Bob’s public key, based on
the number of certificates she has for
Bob and the trustworthiness of the
individuals who signed the certificates.

message to convert it to an ASCII-
compatible representation.

Upon receiving the PGP message in an email, Bob’s PGP application reverses this process step -by-
step to obtain the original plaintext message and confirm Alice’s digital signature and reminds Bob of
the level of trust he has in Alice’s publickey.

5.2 Secure Shell (SSH)

= Usedto provide aremote loginserviceandisintendedtoreplace

the less secure Telnetandrlogin programs usedinthe early days
of the Internet.

SSH is most often used to provide strong client/server
authentication/message integrity, where the SSH client runs on
the user’s desktop machine and the SSH server runs on some
remote machine that the user wants to log into, but it also
supports confidentiality.

Ex: Telecommuters often subscribe to ISPs that offer high-speed
cable modem or DSL service, and they use these ISPs, and some
chain of other ISPs as well, to reach machines operated by their
employer. This means that wen a telecommuter logs into a
machine inside his employer’s data center, both the passwords
and all the data sent or received potentially passes through any
number of untrusted networks.
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= Providesanencrypted channel betweenthe clientand the server
machines. It runs on top of a TCP connection. Any time a user
uses an SSH application to log into a remote machine, the first
step is to set up an SSH-TRANS channel between those two
machines. The two machines establish this secure channel by first
havingthe clientauthenticate the serverusing RSA.

= Once authenticated, the clientand serverestablishasession key
that they will use to encryptany data sentoverthe channel.

= How doesthe clientcome to possessthe server’s publickey that
it needstoauthenticate the server?
The server tells the client its public key at connection time. The
first time a client connects to a particular server, the SSH
application warns the user that it has never talked to this
machine before and asks if the user wants to continue.
The SSH application then remembers the server’s publickey, and
the next time the user connects to that same machine it
comparesthissaved key with the one the serverresponds with.

e |If they are the same, SSH
authenticatesthe server.

e |If they are different, SSH
applicationagain warnsthe user
that somethingisamiss,and the
useris thengivenanopportunity
to abort the connection.

Once the SSH-Trans channel exists, the next step is for the user to
actually log into the machine, or authenticate himself or herself to
the server.

Three different mechanisms:

e Since the two machines are communicating over a

secure channel, itis OKfor the userto simply send his or
her password to the server.
Thisis nota safe thingtodo whenusing Telnetsince the
password would be sent in the clear, but in the case of
SSH the password is encrypted in the SSH-TRANS
channel.

e Use of public-key encryption. Thisrequiresthatthe user
has already placed hisorher publickey onthe server.

e Host-based authentication. It says that any user claiming
to be so-and-so from a certain set of trusted hosts is
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automatically believed to be that same user on the
server.

SSH has proven so useful as a system forsecuringremote login, it has been extended to also support

otherapplications, such as sending and receiving email.
Theideais to runthese applications overasecure “SSHtunnel”.

= port forwarding
Host A Host B A clientonhost A indirectly communicates with
Application Direct connection Application a server on host B by forwarding its traffic
client server . ..
through an SSH connection. This is called port

forwarding because when messages arrive at the
:H_l Forwarded connection TS: well-known SSH port on the server, SSH first

decrypts the contents and then “forwards” the
data to the actual port at which the server is
listening.

5.3 TransportLayer Security (TLS, SSL, HTTPS)

= Origin: Web transactions needed some level of security. As the
WWW became popular and commercial enterprises began to
take an interestinit, itbecame clearthat some level of security
would be necessary fortransactions on the Web.
Ex: making purchases by credit card. There are several issues of
concern when sending your credit card information to a
computer on the Web. You might worry that the information
would be intercepted in transit and used to make unauthorized
purchases. You might also worry about the details of a
transaction being modified.

= Solution: as this problem is not specific to Web transaction, we
should build a general-purpose protocol that sits between an
application protocol such as HTTP and a transport protocol such
as TCP.

Application (e.g., HTTP)

Secure transport layer
TCP
P
Subnet

TLS looks like anormal transport protocol except forthe factthat
itissecure.Thatis, the sendercanopenconnectionsanddeliver
bytes for transmission, and the secure transport layer will get
themto the receiverwith the necessary confidentiality, integrity,
and authentication. By running the secure transportlayeron top
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of TCP, all of the normal features of TCP are also provided to the
application.

When HTTP is used in this way, it is known as HTTPS (Secure
HTTP).

The participants may negotiate the use of a compression
algorithm because it is easy to do when you are negotiating all
this other stuff and you are already decided to do some
expensive per-byte operations on the data.

In TLS, the confidentiality cipher uses two keys, one for each
direction, and similarly two initialization vectors.

Negotiation of parameters at runtime:
e Version?(SSL,TLS, 1.0, 2.0, ...)
e Cryptographicalgorithms
e Keyestablishmentapproach?

e Compressionalgorithm?

A TLS session requires six keys. TLS derives all of them from a
single shared mastersecret. The mastersecretisa 384-bit value
thatinturnisderivedin partfrom the “session key”that results
from TLS's session key establishment protocol.

The part of TLS that negotiates the choices and establishes the
shared master secret is called the handshake protocol. It is at
heart of a session key protocol, with amastersecretinstead of a
session key. Since TLS supports achoice of approachestosession
key establishment, these call for correspondingly different
protocol variants. Furthermore, the handshake protocol supports
a choice between mutual authentication of both participants,
authentication of just one participant, or no authentication atall.

The handshake protocol knits together several session key
establishment protocolsinto asingle protocol.
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This figure shows the handshake protocol at a
highlevel.

- The client initially sends a list of the
combinations of cryptographic
algorithmsthatitsupports, in decreasing
order of preference.

- The server responds, giving the single
combination of cryptographicalgorithms
it selected from those listed by the
client.

=>» These messages also contain a client
nonce and a server nonce, that will be
incorporated in generating the master
secretlater.

- At this point, the negotiation phase is
complete. The sever now sends
additional messages based on the
negotiated session key establishment
protocol.

- Nowtheclientandservereach have the

information necessary to generate the
master secret. The “session key” that
they exchanged is not in face a key, but
instead a pre-mastersecret.

Problem: The negotiation itself is not protected which means that a man-in-the-middle attack is

possible.

THE RECORD PROTOCOL

= TLS’s record protocol adds confidentiality and integrity to the

underlying transport service.

The record protocol uses an HMAC as an
authenticator. The HMAC uses whichever
hash algorithm was negotiated by the
participants. The client and server have
different keys to use when computing
HMACs, makingthem even harderto break.
Moreover, each record protocol message is
assigned a sequence number, which is
included whenthe HMACis computed, even
though the sequence number is never
explicitinthe message.

Another interesting feature of the TLS
protocol is the ability to resume a session.
Each HTTP operation, such as getting a page
of text or an image froma server, requires a
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new TCP connection to be opened.
Retrieving a single page with a number of
embedded graphical objects might take
many TCP connections. Once the TCP
connectionis ready to accept data, the client
would then needtostart the TLS handshake
protocol, taking at least another two RTT
before actual application data could be sent.

Reuse previously negotiated parameters:
Sessionresumption isan optimization ofthe
handshake that can be used in those cases
where the clientand the server have already
established some shared state in the past.
The client simply includes the session ID
from a previously established session it its
initial handshake message. If the serverfinds
that it still has state forthat session, andthe
resumption option was negotiated when
that session was originally created, then the
server can reply to the client with an
indication of success, and datatransmission
can begin using the algorithms and
parameters previously negotiated.

If the session ID does not match any session
state cached at the server, of if resumption
was not allowed for the session, then the
serverwill fall back to the normal handshake
process.

Probably, the mostambitious of all the efforts to integrate
security intothe Internethappensatthe IP layer.
Supportfor IPsecis optional in IPv4but mandatoryin IPv6.

IPsecprovides three degrees of freedom

Modular framework of all possible
algorithms and protocols.

Security services: allows usersto selectfrom
alarge menu of security properties: access
control, integrity, authentication, originality,
confidentiality, ...
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Can be usedto protect narrow streams
(packets belongingto a particular TCP
connection beingsentbetween a pair of
hosts) or wide streams (all packets flowing
between a pairof routers).

IPsecconsists of two parts

Pair of protocols thatimplementthe
available security service

o AH (Authentication Header), which
provides access control,
connectionless message integrity,
authentication, and antireplay
protection.

o Encapsulating Security Payload
(ESP), which supports these same
services, plus confidentiality.

Supportfor key management, which fits un
an umbrella protocol:the Internet Security
Association and Key Management Protocol
(ISAKMP).

= The abstractionthat bindsthese two piecestogetheristhe
security association (SA).

Simplex connection with one or more of the
available security properties. Securing a
bidirectional communication between a pair
of hosts, e.g. correspondingtoa TCP
connection, requirestwo SAs, one in each
direction.

When created, an SAis assignedan ID
number: security parametersindex (SPI) by
the receiving machine.

SAs are established, negotiated, modified,
and deleted using ISAKMP. It defines packet
formats for exchanging key generationand
authentication data.
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SP1

SeqNum

PayloadData

]

Padding (0—255 bytes)

PadLength MextHdr

AuthenticationData

= In IPv4,the ESO headerfollowsthe IP header, inIPv6,itisan
extension header. Its format uses both aheaderand a trailer.

SPI: letsthe receiving hostidentify the security
association towhich the packetbelongs.

SeqNum: protects against replay attacks.
PayloadData containsthe data described by the
NextHdr field. If confidentiality is selected, thenthe
data is encrypted using whatever cipherwas
associate with the SA.

PadLenght: records how much padding was added
to the data.

Trailer: AuthenticationData: carries the
authenticator. The Authenticator (HMAC) computed
over previous part of ESP afterencryptionis
performed. Decryption andintegrity check can be
doneinparallel.

ESP payload .

T ok,

IP header, dest=a.b.c.d

MODE

ESP header inner |P packet, destination=w.x.y.z ESP trailer

o Tunnelmode: ESP’s payload datais itself an IP packet. The source
and destination of thisinnerIP packet may be different from those
of the outer|P packet. When an ESP message is received, its payload
isforwarded onas a normal IP packet.

o NextHeader=4(IPv4)or 41 (IPv6)

o Typicallyusedtobuild IPsectunnel
between routers (VPN)

o Complete P packetisencrypted
(confidentiality) and authenticated.

e Transport mode: ESP’s payload data is simply a message fora higher
layersuch as UDP or TCP. Inthis mode, IPsecacts as an intermediate
protocol layer, much like SSL/TLS does between TCP and a higher
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layer. When an ESP message is received, its payload is passed to the

higherlevel protocol.

NextHeader=6(TCP) or 17 (UDP)

Cannot provide integrity,

authenticity, confidentiality of entire

packet (IP headernotincluded).

Configuring IPsec
= Fun ‘

ﬁ Console IP Security DemoClient - [Console Root\IP Security Polici{ =7 :;%i::‘:';:’:m:‘;DD;:%:?ITO,;:E;?DG:;(:?WL or

@ File Action View Favorites Window Help
o0 Open: (I
= | HEIXRD = HE @R 1 2 "
1 Console Root Name : Description  Policy Assigned Last Modified Time
8 1P Security Policies | DemoClient IP Security Policy 1 et
Specify the settings for this custom security method
[] Data and address integrity without encryption (AH) :
IP Security rules: T o
IP Filter List Filter Action Authentication, SHA1
DemoClient P Fiter List  DemoClient Fiter Action  Kerberos [¥/] Data integrity and encryption (ESF):
O <0ynamic> Default response (eari...  Kerberos Integrity algorithm:
[sHa1 -
Encryption algorithm
IP Fiters:
Mimored  Description Source Address Destination Address  Source Port  Destination Pot  Protocol
<My IP Address> <Any IP Address>
Yes DemoCiient IP Fiter 2 <My IP Address> <Any IP Address> 1234 Any TCP

Selecting an IP VPN architecture

mesh-style site-to-site site-to-site & remote-access  typically remote-access
connectivity supports multicast (but OpenVPN claims site-to-site)

managed service offered by  originatesfterminates at used for unmanaged computers
SP customer equipment

one-time provisioning of
edge devices
no VPN client required

needs (expensive) MPLS-
capable network

transparent to application

traffic separation

augmented with IPsec for
additional security

mobility needs extensions
high scalability

QoS: guaranteed bandwidth

& traffic engineering

5.5 Wireless Security (802.11i)

Problem: Wireless links are particularly exposed to security threats due to the lack of any

physical security onthe medium.

special VPN client required
for remote-access

can be depIoYed across any
IP network (although
restricted by some SPs)

transparent to application

strong security to all traffic:

encryption, integrity,
aumrznticalion, anEyrepIay,
DoS resilience

restricted by firewall/NAT
mobility support (IKEv2)
acceptable scalability

does not address QoS

only web browser required
(but OpenVPN requires VPN client)

low cost of deployment

many standard applications not
supported

authentication & encryption of
specific sessions

DoS attack still possible

easy NAT/firewall traversal
session cannot survive roaming (?)

server can become bottleneck

does not provide QoS

[ this table is evolving continuously |

e Thereisnoinherentphysical protection

e Everyoneinthe neighborhood has “access”
to the medium
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o Transmission can be overheard by
anyoneinrange
o Anyone cangenerate transmission
e Replayingpreviously recorded messagesis
easy
e Denial of serviceis easily achieved by
jamming
e Frameis carrying many details

= There has been considerable work on securing WI-Fl links. One of
the early security techniques developed for 802.11 turned out to

be seriously flawed and quite easily breakable.

The IEEE 802.11i standard provides authentication, message integrity, and
confidentiality to 802.11 at the link layer. 802.11in includes definitions of
first-generation security algorithms, including WEP, that are now known to

have majorsecurity flaws.

802.11i supportstwo modes.

Weak authentication mode: In either mode, the end
result of successful authentication is a shared PairWise
Master Key. Personal mode, also known as Pre-Shared
Key (PSH) mode, provides weaker security bitis more
convenientand economical for situations like ahome
802.11 network.

The wireless device and the Access Point (AP) are
preconfigured with ashared passphrase.

Stronger authentication mode: based on the IEEE 802.1X
framework for controlling accesstoa LAN.

AS and AP must be connected by a secure channel and
could evenbe implemented as a single box, but they are
logically separate.

The protocol used for authenticationis called the
Extensible Authentication Protocol (EAP). Itis designed to
support multiple authentication methods.

= 802.11i does notplace any restrictions on whatthe EAP method

can use as a basis forauthentication. It does however require an
EAP method that performs mutual authentication, because not

only do we wantto preventanadversary from accessingthe
network viaour APA, we also want to preventan adversary from

fooling ourwireless devices with abogus malicious AP.

One of the main differences between the stronger mode and the
weaker personal mode is thatthe formerreadily supportsa
unique key perclient. Thisinturn makesit easierto change the
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set of clients that can authenticate themselves without needing
to change the secretstoredin everyclient.

Firewall

-
~ |

Remote employee "\.\ |
of company

Internet |

-

o~ |
o

Company site

Random external user

= Systemthatsits at some pointof connectivity between asite it
protects and the rest of the network. Itis usually implemented as
an appliance or part of a router, although a “personal firewall”
may be implemented on and end-user machine. Firewall-based
security depends onthe firewall being the only connectivity to
the site from outside. There should be no way to bypass the
firewall via other gateways, wireless connections, or dial-up
connections.

= By default, itblocks trafficunless that trafficis specifically
allowedto pass through.

Why are firewalls needed?

e Previoussecurity mechanisms are not
universally deployed

e Previoussecurity mechanisms cannot be
unilaterally enforced

e Single pointof control for network
administrators.

A firewall divides anetworkinto a more-trusted zone internal tothe
firewall and a less-trusted zone external to the firewall. Thisis useful
if you do not wantexternal users to access a particularhostor
service withinyoursite.

The complexity comesfromthe fact that you want to allow different
kinds of access to different external users, ranging from the general
public, to business partners, toremotely located members of your
organization.

A firewall may alsoimposerestrictions on outgoing trafficto prevent
certain attacks and to limitlossesif an adversary succeedsin getting
access inside the firewall.
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Firewalls may be used to create multiple zones of trust, such as a hierarchy of increasingly
trusted zones.

Three zones of trust:

e Theinternal network (more-trusted)

e Thedemilitarized zone (DMZ zone) with publicly
accessible servers

e Therest ofthe Internet (less-trusted)

Rest of the . .
Internet Firewall

1*t generation

= Firewallsfilter based on IP, TCP, and UDP information, among
otherthings. They are configured with atable of addresses that
characterize the packets they will, and will not forward.

= Alsocalledlevel 4switch

= Defaultfor maximum security: do notforward unlessitis

explicitly allowed.

Ex: a firewall might be configured to filter out all packets that
match the following description: < 192.12.13.14, 1234, 128.7.6.5,
80 >. This patternsaysto:
e Discard all packets from part 1234 on host
192.12.13.14 addressed to port 80 on host
128.7.6.5

It is often not practical to name every source host whose
packets youwant to filer, therefore, patterns caninclude
wildcards

Ex:< * * 128.7.6.5, 80 >
Problem: the firewall is stateless.

e Incomingpacketwon’tbe forwardedtothe
internal host (unless explicitlyallowed).

e Theresponse fromthe external server must
be forwarded tointernal client with
dynamically assigned port.

2" generation
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A stateful firewall keeps track of the state of each connection. Anincoming
packetaddressedtoa dynamically assigned port would then be allowed only
ifitisa validresponse inthe current state of a connection on that part.

e External hostcannotinitiate connection
setup, butit can respondtoit.

e Incomingpacketwill notbe forwarded,
unlessthe connectionis established.

It can helpto prevent certain DoS attacks (SYN flood attack)

Problem: complex policy cannot be expressed as afilter. Ex: corporate web
serverisaccessible toall external users, but some pages are restricted to
remote corporate users.

6.1 Strengths and weaknesses of Firewalls

Limitations:

= At best, afirewall protects anetwork from undesired access from
therest of the Internet.
= Why are firewalls socomoon?

e Firewallscanbe deployed unilaterally, using
mature commercial products ><
cryptography-based security requires
supportat both endpoints of the
communication.

e Firewallsencapsulatesecurityina
centralized place, factoring security out of
the rest of the network.

e Sinceitdoesnot restrictcommunication between hosts thatare
inside the firewall, the adversary who does manage to run code
internal to a site can access all local hosts.

e Anypartiesgranted access through your firewall, such as business
partners or externally located employees, becomeasecurity
vulnerability. If theirsecurityis notas good as yours, thenan
adversary could penetrate yoursecurity by penetrating their
security.

e Vulnerability tothe exploitation of bugs in machinesinsidethe
firewall.

Malware (Malicious software): software thatis designedtoacton a
computerinways concealed fromand unwanted by the computer’s
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user. Ex: viruses, worms, and spyware. Viruses and worms are

characterized by the ability to make and spread copies of

themselves.

o Worm: complete programthat

replicatesitself

Virus: bit of code thatis inserted
into another piece of software ora
file,sothatit is executed as part of
the execution of that piece of
software oras a result of opening
thefile.

Viruses and worms cause problems
such as consuming network
bandwidth as mere side effects of
attemptingto spread copies of
themselves.

Spyware: software that without
authorization collecst and transmits
private information abouta
computersystemorits users.
Usuallyitis secretlyembeddedinan
otherwise useful programandis
spread by users deliberately
installing copies.

3" generation: Application layer firewall

Related to firewalls are systems known as intrusion detection systems (1DS)

and intrusion prevention systems (IPS). These systems try to look for
anomalous activity, such as an unusually large amount of traffictargetinga
given hostor port number, and generate alarms for network managers or
perhaps eventake directactiontolimita possible attack.

External
client

GET index.html HTTP/1.1
Host: www.cs.princeton.edu
Accept: text/html

[

Firewall

I.IIIIIIIIIIIII

L LI LT e
Proxy A sernver

J

External HTTR/TCP connection Intemal HTTR/TCP connection
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